LINEAR ALGEBRA SOLUTION TO MIDTERM 1

Problem 1: Let V = {(ay,as) : a1,a2 € R}. Define addition of elements of V' coordi-
natewise, and for (a;,as) in V and ¢ € R, define
(0,0) if ¢=0

clay,az) = {

(cal,a—2> if ¢#£0.

c

Is V a vector space over R with these operations? Justify your answer. (5 points)

Solution. No! If c,d e R,c+d # 0,c # 0,d # 0, then

a2
d = d
(e d)ar,02) = (¢ + Dar, =)
usually is not equal to
clar, az) + d(ar, 1) = (eay +dan, 22+ 2)
(VS8) does not hold. O

Problem 2: Let WW; and W5 be subspaces of a vector space V. Prove that W; U W, is a
subspace of V' if and only if W C Wy or Wy C W, (9 points)

Proof. (<) that W, C Wy or Wy C Wy, then Wy U Wy = Wy or W,
Since Wi and Wy are subspaces V,
we have W7 U W5 is also a subspace of V'

(=) Suppose that W; U W, is a subspace of V.

Also suppose that W, & Wy and Wy € Wy, then there exist u,v € V such that u €
Wi\Wa,v € Wo\Wj.

=uveW I UWy=u+veW,uWs,.

If u+v e Wy, then (—u) + (u+v) € Wi =>ve WV =«

If u+v e Wy, then (u+v) + (—v) € Wy = u e Wy =4

Hence W7 C Wy or Wy C Wh. O

Problem 3: Show that if S; and S; are arbitrary subsets of a vector space V', then
span(S; U Sy) = span(Sy) + span(Ss2). (9 points)
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Proof. Let u € span(S; U Sy), then u = > a;v; + Z?:l bjw;, for some scalars a;,7 =
1,---,m,bj,5 =1,--- n, where v;,¢ = 1,--- ,m, are in Sy and w;,j = 1,--- ,n, are in
Sy. Since " a;v; is in span(Sy) and Y7 bjw; is in span(Sy), we have u € span(S;) +
span(Sy). Hence span(S; U Ss) C span(Sy) + span(Ss).

Now let v = o + y € span(Sy) + span(Ss), where z € span(S;) and y € span(S;). We
can write x = > ", a;v;, for some scalars a;,¢ = 1,--- ,m and v; € Si,i = 1,--- ,m
and y = 22'1:1 bjw;, for some scalars bj,7 = 1,--- ,n and w; € Sy,j = 1,--- ,n. Then
we can see that v = x +y = > a;v; + Zyzl bjw; is in span(S; U Ss), since v;,1 =
L ,mwj,j=1,---,narein Sy US;. Hence span(S;) + span(S;) C span(S; U S).
Therefore span(S; U Sy) = span(S;) + span(Ss). O

Problem 4: Prove that a set S is linear dependent if and only if S = {0} or there exist
distinct vectors v, uy, usg, - -+ ,u, in S such that v is a linear combination of uy, ug, - - - , uy,.
(9 points)

Proof. (=) If S is linearly dependent and S # {0}, then there exist distinct vectors
Ug, U1, - , Uy, €5 such that

a0u0+a1u1+---+anun:0

with at least one of the scalars ag, ay, - - ,a, is not zero, say ag # 0.
Then we have
a ) Qn
Uy = —_— U1+ —_— U2++ —— | Up.
Qg ap ap
Hence v = ug is a linear combination of wuq, ug, - - , Uy,.

(<) If S = {0}, then it’s clear that S is linearly dependent.
Assume that there exist distinct vectors v, uq,us, -+ ,u, € S such that v is a linear
combination of uy, us, -+ , uy,, say

V= a1 + Aol + -+ - Aplyp,

for some scalars aq, as,- -+, a,.
Then we have

0= (—1)v+ajus + agus + « - - ayuy,.

Hence S is linearly dependent. 0



Problem 5: Prove that if W, is any subspace of a finite-dimensional vector space V,
then there exists a subspace Wj of V' such that V = W; @ Ws. (9 points)

Proof. Let B = {uy,--- ,u,} be a basis for W;. Since W] is a subspace of V. By Replace-
ment Theorem, we can extend /3 to a basis for V| say a = {uy, -+ , Up, Upt1, -+, Up }. Let
Wy = span({tpi1, -+, Um})-

Claim that V = W; @ Wjs.

1. V=W, + W,

If v eV, then

v = Zaiui = Zaiui + Z a;u; € Wi+ Wy, for some scalars a;,i =1,--- ,m.
i=1 i=1 i=n+1
This implies that V' C Wy + W,. But by the definition of W7 + W5, we also know that
Wi+ Wy CV. Hence V = W; + Ws.

2. WynWy ={0}.

Let u € WiNWs. Thenw = 77" biu; = " ciu, for some scalars by, - -+, by, Cogrs -+ G-
Then we have

Z bzuz + Z (—ci)ui = 0.

i=1 i=n+1
But « is linearly independent, since «v is a basis. Hence by = --- =b, =cpp1 = = ¢y =
0. This implies that u = 0. That is W3 N W5 = {0}. By 1 and 2, we have V = W; & Ws.
We are done! d

Problem 6: Prove that if W; and W, are finite-dimensional subspaces of a vector space
V', then the subspace W, + W5 is finite-dimensional, and dim(W; + W) = dim(W;) +
dim(W3) — dim(W; N W3). (9 points)

(Hint: Start with a basis {uy,ug, - ,ux} for Wi N Wy and extend this set to a basis
{uy,ug, -+, up,v1,v9,- -+ , v, } for Wy and to a basis {uy,ug, -, ug, wy, wa, - ,wy,} for
WQ.)

Proof. dim(W; N Ws) < dim(V)
=W, N W, has a finite basis 8 = {uy, ug, - -+, ux}.

We can extend [ to a basis 1 = {uy,ug,- - ,ug,v1,02, -+ , 0, } for Wi and to a basis
52 - {u17u2a e 7uk7k17k27' o akp} for WQ-
Let a = {ulau%'” y Uk, V1, V2, =, Uy, W1, W, -+ * awp}'

We claim that « is a basis for W, + Wh.



To prove the claim, we need to check that

1. « is linearly independent.

Let aju; + -+ + apup + byvg + -+ + bpvy, + crwy + -+ - + cpw, = 0, for some scalars
a1, g, by by €1yt Gy

Then (=b)vy + -+ + (=bm)Um = a1y + - - - + qpup + qwi + -+ - + w, € Wi N W,
Since f is a basis for Wi N Wy, we have (=by)vy + -+ + (=bp )V = dyug + + - - + dyuy for
some scalars dy, - - - , dj.

= diuy + - - +dgug + byvy + -+ bpvy, =0

=d=--=dy=b=---=b, =0, since 3 is a basis for Wj.
= ajuy + -+ agug +cqwy + -+ cw, =0
=a =-=ay,=c =" =c, =0, since 3, is a basis for W5.

Hence « is linearly independent.

2. Wi+ Wy = span(a).

Let u =v +w € Wy + W,, where v € Wy and w € W5, be any vector in Wy + Ws.

Since (1 is a basis for W and [, is a basis for W5, we can find some scalars x, - -+, Xk, Y1, -+, Ym, 21, * -

such that
u = (xug + -+ Tpug + Y1v1 + o YmOm) + (Z1u + - Zgug + wy + - wy)
= ((&1+ 20w+ + (@ + 26)up + Y101 + - YU + Grwy + -+ tpwy)

That is, Wy + W5 C span(a).

It is easy to see that span(a) C Wy + Ws.
Hence W, + Wy = span(a).

Therefore, « is a basis for Wy + Ws.

Finally, we have

dim(Wy4+Ws) = k4+m+p = (k+m)+ (k+p)—k = dim(W;) + dim(Ws) — dim (W7 N3).
U

Bonus Problem 7: Prove that the intersection of three 6-dimensional subspaces in R®
is not the zero vector space {0}. (5 points)

Proof. Let U,V and W be three 6-dimensional subspaces of R8.
Then U + V is a subspace of R® and dim(U + V) < 8.



By Problem 6, we have
dim(UNV)=dim(U) +dim(V) —=dim(U +V) >6+6 — 8 = 4.
Similarly, we have dim(U NW) > 4.
Since UNV CU and UNW CU,UNV and UNW are subspaces of U.
This implies that (UNV) + (U NW) is a subspace of U.
Hence, dim (UNV)+ (UNW)) < dim(U) = 6.
By Problem 6 again, we have
dim(UNVNW) = dim((UnV)Nn(UNW))
= dim(UNV)+dim(UNW)—-dim(UNV)+ (UNW))
> 4+4-6=2.
Therefore, the intersection of three 6-dimensional subspaces in R® has at least dimension
two and can not be the zero vector space {0}. O



