Numerical Analysis
2013 Ph.D. Program Entrance Exam for the Dept. of Math, Nat’l Central Univ.

Problem 1 (System of Linear Equations and Numerical Linear Algebra).
Complete the following.
1. (15%) Let A be a diagonally dominant matrix. State the Gauss-Seidel iterative scheme to
obtain the solution to Az = b, and show that the Gauss-Seidel iteration converges for any

starting vector.

2. (10%) Let A be an n x n, symmetric and positive definite matrix. Show that the solution to

Az = b is the minimizer of the quadratic form
q(z) = (z,Azx) — 2(z,b),

where (-, ) is the inner product on R™.
Problem 2 (Approximating Functions).
(15%) Suppose that f : [0,1] — R is known to be bounded, and continuous at a point a € (0, 1),

and p, be the Bernstein polynomial of degree n associate to f given by

@) = 3 () tksmiat(a - 2+,

k=0

Show that pp(a) converges to f(a). Note that f might be continuous at a only.

Problem 3 (Numerical Differentiation and Integration).

Let z; = ﬁ . Define two matrices M, D : R**t1 — Rr+1 by
1
; dp;j
D= [dy] with dij = / cpi(w)g(pi(w)dw,
0 X
n+1 ) p 4 0 2 y
where { ‘Pi}i=1 are piecewise linear functions satisfying
Loglma )y =14

2 (,Oi(xk) =0forallk=1,2,--- ,n except k=1 — 1.

3. (; is linear in between [z_1,2¢] for all k =1,--- | n.
Complete the following.
1. (10%) Use the two-point Gaussian quadrature method; that is,

; 1 1
[ t@e = 1= 29+ £(5),

to find the exact value of d;;. Explain why the Gaussian quadrature method can be used

to obtain the exact value of the integral.



2. (10%) Explain why D is an approximation of the differential operator in the sense that
if f:[0,1] = R is a function, and vector F = (f(zo), f(21), - ,f(mn))T, then (DF); is

approximately f’(z;) for all 4. Find the order of this approximation.

Problem 4 (Numerical ODE).
(15%) Show that

h h h h
Yn+1l — Yn = hf(wn + §7yn = Ef(mn 2 E,yn 2 F gf(mnayn)))

or equivalently,

k1 = hf(Zn,yn)

h k
kZ:hf(mn+§7yn+ 1)

3
h k
ks = hf(xn+§ayn+ 72)
Yn+1 = Yn + k3

is a third order method of solving the ODE

y'=f($,y).

Problem 5 (Numerical PDE & Newton’s method).
In numerical analysis, the Crank-Nicolson method is a finite difference method used for nu-

merically solving partial differential equations of the form

ou ou 0%u
= b e
gt = Fwat 5 503)
and the Crank-Nicolson method suggests the following second order scheme:
uZ“ o | ou 0%u ou 0*u
———:_FTH-I )’t"—_— Fn+1 77t—_]
A =g [ et g ) + B et 5 5]

where u}! = u(xy,nAt), and the function F must be discretized spatially with a central difference.

Consider the (nonlinear) Partial Differential Equation

ut(x,t) + uug — ugg(z,t) =0 Vze[0,1],t>0,
u(z,0) = up(x) Vz € |[0,1],
w(0,1) =w(1,t) =0 Yt >0,

Let {0 =zp < 21 < -+ < 2y-1 < 2y = 1} be a uniform partition of the domain [0, 1], and the
time step be At = Ax?.

1. (10%) Let u™ = (u},--- ,u%_;)T. Using the Crank-Nicolson method, one obtains that u"

satisfies the relation

Gu™) = (1- A)u™ + f(u™) = Au™ - f(u™), (*)

for some matrix A and nonlinear function f, where I is the identity matrix. Find A and f.

2. (15%) Write down the iterative scheme to solve the nonlinear equation (x) using Newton’s

method.



