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.a) Let X, Xy, ..., X, and ¥7,Y5, ..., Y, be independently distributed as F(a,b)

(exponential with location and scale parameters a and b, respectively) and F{a’, V).
respectively.

a) If a,b,a’, b are all unknown, show that X, (the smallest among Xi,...,X,), Y,
Yo (Xi = X(1)), and 3°7%, (Y — Y(y)) are jointly sufficient and complete. [10%]
b) Find the UMVUE’s of ¢’ — a and &'/b. [10%]

. Let Xy, X,,..., X, be a random sample from the uniform distribution on (0,#). Show

that

a) For testing Hy : 0 < 0y against § > fy any test ¢ is UMP at level o for which

Fod(X) = a, Eyp(X) < a, for § < by, and ¢(X) = 1 when max(X,,..., X,) > b.
[10%)]

b) For testing Hy : 6 = 0y against 6 # 0y a unique UMP level o test exists, and is

given by ¢(X) = 1 when max(X,,...,X,) > 6, or max(Xy,...,X,) < 6, {/a, and
#(X) = 0 otherwise. [10%)

. Let X1, X5,..., X, beiid. N(#,1) random variables where § € R. Let X =3 X;/n

1=1 ~
and consider the squared error loss.

a) Show that X is admissible. [10%)]
b) State the Stein’s Paradox and give an example. [10%)]

. Let the random variable X have probability mass function

Py(z) = ( HzJ )9“’(9+1)‘“+°”’, r=0,1,2,...,

where r > 0 is a known constant, and # > 0 is the unknown parameter. Consider the

loss function L(#,a) = (6 —a)?/[0(0 + 1)].
a) Find the Bayes estimator of @ with respect to the prior () = /(6 + 1)1 where

A > 0. [10%)]
b) Show that §(X) = X/(r + 1) is a minimax estimator of . [10%)]
. Let X1, Xs,..., X, and Y}, Y5, ..., Y, be two independent random samples from N (0, o%)
and N(0,03), respectively, where 07,05 > 0 are both unknown. Find the 1 — a (uni-
formly) most accurate unbiased confidence interval for o?/o2. [10%)]

. Let X1, X5,..., X, be i.i.d. Bernoulli (§) distributed. Find P(X(1 — X) < t) asymp-

totically as n — oo, where X is the sample mean. [10%)]



