Differential Equations M A2041-A Midterm Exam 1
National Central University, Nov. 2 2016
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Problem 1. (5pts) Sketch the direction field at the grid points {(m,n) e N*|1 <m < 5,1 <n <5}

of the ODE y .
Yy
—Z =2 —.
dx y+x2



Problem 2. (15pts) Find the integral curve of the vector field F(z,y) = (—x?’, 322y + y3) passing
through the point (z,y) = (1,1).

Solution: Suppose that the integral curve of the vector field F' can be parameterized by (x(t), y(t))

for some z,y and t € I. Then

dﬂ','_ 3
a
dy 2 3
—~ =3 .
dt Ty +y

Therefore, at each point (z,y) on the integral curve,

dy )
d_y_ﬁ__?wy_w”__y_@)?’
de dv a3 oz x/)
dt

3

Let v = % and g(v) = —v® —v. Then the equation above implies that

d
x—v+v:—v3—30;

dx
thus using the method of separation of variables,

dv dx

v(v? 4 4) T

Using partial fractions,

thus

1 1
Zlogv - élog(v2 +4)+logz =C.

Substituting v = % and using the fact that the integral curve passing through (1, 1), we find that

C = —é log 5; thus the desired integral curve is

1
4

y 1oy \ L
log;—glog(?—kll)—kloglfz—glo%a



Problem 3. (15pts) Find the general form of the implicit solutions to the equation
(siny — 3ye " sin x) dr + (Cos Yy + 3e” " cos x) dy =0.
Solution: Let M(x,y) =siny — 3ye *sinz and N(x,y) = cosy + 3e * cosx. Then

M,(xz,y) = cosy —3e “sinzx,

N, (x,y) = —3e “cosx —3e “sinx.

Therefore, (N, — M,)(z,y) = —cosy — 3e *cosx = —N(x,y); thus there exists an integrating factor

i = p(x) such that
() = P ) ta) = ).

Solving for p, we find that p(z) = e” is an integrating factor; thus there exists a scalar function ¢
such that

(¢ay py) = (M, uN) .

Since @, (x,y) = (uM)(z,y) = e*siny — 3y sinz, we find that
o(x,y) = e"siny + 3y cosx + ¥ (y)
for some function v of y. Using ¢, = N, we obtain that
e’ cosy + 3cosz + ' (y) = e” cosy + 3cosx
which implies that ¢ is a constant. Therefore, the general form of the implicit solution is

e’siny 4+ 3ycosx = C'.



Problem 4. Consider the initial value problem y’ + y = cost — sint with initial condition y(0) = 1.

Complete the following.
1. (5pts) Using the fundamental theorem of ODE to explain why there is a unique solution defined

for ¢ in an interval containing 0.

2. (bpts) Let {@,}2, be the sequence of functions produces by the Picard iteration. Find ¢; and
P2

3. (10pts) Show that that ¢, has the form
on(t) = Ay, sint + By, cost + Z cmktk )
k=0
4. (10pts) Find the limit of the sequence {@4,}2 .
Solution:

1. Let f(t,y) = cost —sint — y. Clearly f and f, are both continuous on R?; thus f and f, are
continuous on a rectangle containing (0,1) as an interior point. Therefore, the fundamental
theorem of ODE guarantees that for some h > 0, there exists a unique solution y to the initial

value problem y’ = f(t,y), y(0) = 1, in the time interval (—h, h).

2. Picard iteration provides

Pnia(t) =1+ J

0

t

[coss —sins — ¢,(s)] ds =sint + cost — f on(s)ds, wo(t) = 1.
0

t

Since @o(t) = 1,
©1(t) =sint + cost —t;

thus
t t2
o(t) =sint + cost — J (sins+coss —s)ds =2cost — 1+ 5
0

3. Tt is clear that ¢, has the form specified above. If ¢, (t) = A, sint + B, cost + 3, ¢, t*, then
k=0

t

©ni1(t) =sint + cost — f [An sins + B, coss + Z c,gn)sk} ds

0 k=0
=sint + cost + A, (cost — 1) — B, sint — Cnk_yk+1
k+1
k=0
n+1 c
=(1—-B,)sint+ (1 + A,)cost — A, — Z i
ok

n+1
which has the form A, isint + B, 1 cost+ > cn+1,ktk, where A,,, B, ¢, i, satisfy
k=0

Api1=1-B,, Byu=14+A4,, ciri0o=—-4n, Cot1k= *(:717;:71 for ke N.

U
n

Therefore, by induction ¢,, has the form ¢, (t) = A, sint + B, cost + >, ¢, xt".
k=0



4. We have proved in class that the limit of the Picard iteration is the solution to the initial value
problem, so we solve the initial value problem in order to find the limit. Using the method of

integrating factor,
d

dt

In order to solve for y, we need to ind the integral of ef(cost — sint). Integrating by parts,

(e'y) = e'(cost —sint). (0.1)

Jetcostdt = Jetdsint =elsint — fetsintdt = etsint+fetdcost

= e'(sint + cost) — Jet costdt;
1
thus Jet costdt = §et(sint + cost). Similarly,
: 1 .
Jet sint dt = §et(smt — cost).

Therefore, f e'(cost — sint) dt = €' cost; thus (@) implies that
t, ot
ey=ce"cost+C

which further implies that y(t) = cost + Ce™*. Using the initial condition y(0) = 1, we find
that C' = 0; thus the solution to the IVP is y(t) = cost. Therefore, the limit of the sequence

{pantniy s y(t) = cost.



Problem 5. (20pts) Let y be a continuous solution to the initial value problem

dy

= ety = q(t),  y(0)=0,

where
cost —sint if0<t <,

-1 ifo<t<m, B
o= . a() = { S

1 ift>m,

1. Evaluate y(2m).
2. If y is differentiable at t = , find y’(7), otherwise explain why y is not differentiable at ¢ = 7.
Solution: First we find the anti-derivative of e~ cost. Integrating by parts,
J e tcostdt = f e 'dsint = e 'sint + J e 'sintdt = e sint — J e 'dcost

= e '(sint — cost) — Jet costdt;
1
thus Je_t costdt = ie_t(sint — cost). Similarly,

1
Je‘t sintdt = —§e_t(sint + cost).
As a consequence, for 0 <t <,
(e7'y)' = e '(cost —sint) = y(t) = sint + Ce.

Since y(0) = 0, we must have C' = 0; thus y(¢) = sint for ¢ € [0, |. In particular, y(r) = 0.

For t > 7, we use the integrating factor e’ and find that for ¢ > m,
('y) = —e' = yt)=Ce " -1
Since y(m) = 0, we must have Ce™™ = 1; thus C' = €™ which implies that for ¢ > ,
y(t)y=e""—1.

Therefore,
(t) = sint  f0o<t<m,
YW=V et -1 ift> 7.

1. y2m) =™ — 1.
2. y is differentiable at ¢ = 7 since

o WAy L ()~ y(n)

h—0+ h ‘tZW h—0~ h

= coszf‘t:7r =-1.

Moreover, the computation above shows that y’(7) = —1.



Problem 6. (15%) Find the necessary and sufficient conditions for that there exists an integrating
factor u of the form pu = u(x? + y?) for the equation M (x,y)dz + N(x,y)dy = 0.

Solution: Note that p is an integrating factor of Mdx + Ndy = 0, then (uM), = (uN), which can
be rewritten as
pyM — p1u N = (N, — M,,) .

If o = p(z? + y?) is an integrating factor, then

' (2® 4+ ) (2uM (x,y) — 22N (2,y)) = p(@® + v*) (No(2,y) — My(2,y)) ;

thus o )

p(z? +y2)  2yM(z,y) — 22N (z,y)

which implies that the right-hand side has to be a function of #2+y?2. Therefore, a necessary condition

for that there exists an integrating factor p of the form pu = p(z? + y?) is

N_L(x y) B ]\/[y(x> y)

= H(2? + ¢
2yM (z,y) — 22N (z,y) 4y

for some function H.

On the other hand, if 2@ = My(@,y)

2yM(z,y) — 2eN (2,y)
as the solution to the ODE u'(2) = H(z)u(z), the computation above shows that we must have

= H(z* + y?) for some function H, by defining u

(uM)y, = (uN),. Therefore, (M, 1N) is conservative in a simply connected domain D which implies
that (uM)dx + (uN)dy is exact on D. Therefore, the condition

— H(x? + /2
2yM (z,y) — 2zN(z,y) (@49

for some function H is also a sufficient condition for that Mdx + Ndy = 0 has an integrating fact u

of the form p = p(z? + y?).



Problem 7. Solve the initial value problem
52/ + 22(t) = 2(t)*, 2(1) =1
by the following procedure.
1. (10pts) Let y(z) = z(e*). Find the equation that y satisfies.
2. (10pts) Find the solution z to the initial value problem above by solving for y first.
Solution:

1. Note that the ODE can be rewritten as

_2(e) | a(en)!

er 6390

thus y is the solution to the initial value problem

! 2z

y' +y=e"y", y(0) =1.

2. We note that the equation for y is a Bernoulli equation with p(z) = 1,q(z) = ¢ ** and r = 4.
Let v = y~3. Then v satisfies

d
é = -3(e* —v) =3v —3e .

Using the method of integrating factor with integrating factor e, we find that

(6_3361))/ — _36—5m

32 + C'e*. The initial condition y(0) = 1 implies

Therefore, e 3%y = 26_5‘0 +Cory(x)™ = -

2
that C' = = thus

ol

3 2
y(x) = [56_% + 563””]

Finally, since z(t) = y(logt), we conclude that
3 2 }—é

. -2 -3
2(t) = [gt +



