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Problem 1. Show that Zoutendijk’s condition, under certain assumptions on the target function f,
also holds when the Wolfe condition is replaced by the strong Wolfe condition: Let f : R™ — R be
continuous differentiable and bounded from below such that V f is Lipschitz. Suppose that in a line
search algorithm, at a particular iterate z; and for a given descent direction py, the step length a4

satisfies the Strong Wolfe condition
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for some constants ¢, ¢y satisfying 0 < ¢; < ¢ < 1, then it holds the Zoutendijk condition
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where 6, is the angle between the descent direction p, and the steepest descent direction —V f;

satisfying
~V fipk
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T Vel
Problem 2. Let f : R® — R be continuous differentiable and lim f(z) = o0 (so the minimum is

|z]|—c0

inside a bounded region). Consider the steepest descent method with the step length given by the

exact line search algorithm; that is, xp11 = 2 — @iV fi with the step length a4 given by
ap = arg n&in flzr — aV fi).
a>

Show that ay, satisfies both the Wolfe and strong Wolfe conditions if 0 < ¢; « 1 (this is why in

practice ¢; is chosen to be 1074).

Problem 3. Let f : R® — R be continuous differentiable. Show that for 0 < ¢ « 1, a step length «

obtained from the exact line search satisfies the Goldstein condition.

Problem 4. Consider the steepest descent method with exact line searches applied to the convex
quadratic function

flz) = %xTQx —bYz, Q: positive definite.

Show that if the initial point x( satisfies that xq—x, where z, is the minimizer of f, is an eigenvector

of (), then the steepest descent method will find the solution in one step.



