
Linear Algebra Solutions

2.2.13:

Proof. Suppose that {T, U} is linearly dependent. Then there exists some nonzero
scalar cT = U . Since T is a nonzero transformation from V to W , there exists
some vector u ∈ V and some nonzero vector v ∈ W such that T (u) = v 6= 0. Then
U(u) = cv. But we also have v = 1

c
(cv) = 1

c
U(u) = U(1

c
u) ∈ R(U). This implies

that 0 6= v ∈ R(T ) ∩ R(U) which contradicts our assumption. Hence {T, U} is
linearly independent. �

2.2.15(c):

Proof. Since V1 ⊆ V1 + V2, by (b), we have (V1 + V2)
0 ⊆ V 0

1 . Similarly, we have
(V1 + V2)

0 ⊆ V 0
2 . Hence (V1 + V2)

0 ⊆ V 0
1 ∩ V 0

2 .
Now assume that T ∈ V 0

1 ∩ V 0
2 . Then for x in V1 or V2, we have T (x) = 0. Let

v = v1 + v2 ∈ V1 + V2, where v1 ∈ V1 and v2 ∈ V2, then

T (v) = T (v1 + v2) = T (v1) + T (v2) = 0 + 0 = 0.

This implies T ∈ (V1 + V2)
0, then V 0

1 ∩ V 0
2 ⊆ (V1 + V2)

0. Therefore (V1 + V2)
0 =

V 0
1 ∩ V 0

2 . �

2.2.16:

Proof. Assume that dimV = dimW = n. Let {v1, · · · , vk} be a basis for N(T ).
Then by Replacement Theorem, we can extend it to a basis
β = {v1, · · · , vk, vk+1, · · · , vn} for V . Let T (vi) = wi, for i = k + 1, · · · , n.
Claim: {wk+1, · · · , wn} is linearly independent.
· · · · · ·
· · · · · ·
Since {wk+1, · · · , wn} is linearly independent, again by Replacement Theorem, we
can extend it to a basis γ = {w1, · · · , wk, wk+1, · · · , wn} for W .
· · · · · ·
· · · · · ·
We find that [T ]γβ is the diagonal matrix

(
0 0
0 In−k

)
, where In−k is the (n− k)×

(n− k) identity matrix. �
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