LINEAR ALGEBRA Quiz 2

NAME: Ip No.: CLASS:

Problem 1: Show that a subset W of a vector space V' is a subspace of V' if and
only if span(WW) = W. (4 points)

Proof. (=) It is clear that W C span(W).
We need to show that if W is a subspace of V', then span(IV) C W.
For any u € span(WV),

U = a1V1 + GoU2 + -+ - + A, U,

for some vy, vq, -+ ,v, € W and some scalars aq, as, - , ay,.
Since W is a subspace of V and vy, vs,--- ,v, € W,

U = aiv1 + asvy + - - + a,v, € W.

So, span(WW) C W.
Hence, if W is a subspace of V', then W = W.

(<) By Theorem 1.5, we have that span(IV) = W is a subspace of V.

O
Problem 2: Prove that a set S is linearly dependent if and only if S = {0} or
there exist distinct vectors v, uq, us, - - - , u, in .S such that v is a linear combination
of uy,ug, -+, u,. (5 points)

Proof. (=) If S is linearly dependent and S # {0}, then there exist distinct
vectors ug, uy, -+ ,u, € S such that

apug + aug + -+ apu, =0

with at least one of the scalars ag,aq,--- ,a, is not zero, say ay # 0.
Then we have
ai Q2 Qn
Ww=|——|u+|—)u+--+|—]u,.
Qo Qo Qg
Hence v = ug is a linear combination of wuq, ua, - - , Uy,.

(<) If S = {0}, then it’s clear that S is linearly dependent.
Assume that there exist distinct vectors v, uy, uq,--- ,u, € S such that v is a
linear combination of uy,us, - - - , uy,, say

V= a1y + aolUs + - - - Aply,

for some scalars aq, as,-- -, a,.
Then we have
0= (—1)v+ au + agus + - - - aply.
Hence S is linearly dependent. O



Problem 3:

(1) Give an example in which span(S; N.Sy) and span(S;) Nspan(Sy) are not
equal. (3 points)
Solution of (1). For example, let S; = {(1,0)} and Sy = {(2,0)}, then

span(Sy 1 5) = span() = {(0,0)}
and
span(S7) Nspan(Sy) = = — axis.
(2) Let f,g € F(R,R) be the functions defined by f(t) = €' and g(t) = e*.

Prove that f and g are linearly independent in F(R,R). (3 points)
Solution of (2). Let

ae' + be* =0,

where a,b € R.

Differentiate the equation with respect to ¢ on both sides, we obtain
ae’ + 2be*" = 0.

By solving the system of the equations, we obtain a = b = 0.
Hence f and g are linearly independent in F(R, R).



