MAZ2007B: LINEAR ALGEBRA I
Final Exam/January 14, 2021

Please show all your work clearly for full credit! total 110 points
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(1) (10 pts) Consider the linear system Ax = b, where A= | 0 0
1 3

_ o
o N

-1
and b= | -3 |. Find
—4

the complete solution to the linear system.

Solution:

First and third are pivot columns, second and fourth are free columns.
Note that Ax =0 <& Rx =0
Let x = sand x4 = t. Then x3 = —4x4 = —4t and x1 = —3xp — 2x4 = —3s — 2t.

.. The solutions to Ax = 0 are

X1 —3s —2t -3 -2

| x| s 0| 1 0
W=l = o | Tl _ap | =5 o | Tt 4 ,Vs,teR.

X4 0 t 0 1

Let the free variables x, = 0 = x4. A particular solution to Ax = b(< Rx = d) is

X1 [ —1

. X2 . 0
= X3 N -3
X4 0

Therefore, the complete solution to Ax = b is

-1 -3 -2
X=xp+x, = _g +s (1) +t _2 , Vs, teR.
0 0 1

(2) (10 pts) Let V be a subspace of R” and V* := {x € R"| x-v = 0, Yo € V} be the orthogonal
complement of V.

(a) Show that V* is also a subspace of R".
(b) Show that VN V+ = {0}.

Proof:

(a) Claim: V* is a subspace of IR"
(i) Letx,y € V-. Thenx-v =0andy-v =0, Vo € V.
“(x+y)v=x-v+y-v=0YVoeV
Lx+yevt
(ii)Letx € Viandw € R. Thenx-v =0, Vo € V.
(ax) v=a(x-v)=0,VoeV
ax e Vh



(b) Claim: VN V* = {0}
.+ Vand V* are subspaces of R"
. 0eVand0e V*t
Lo0evnvt
Suppose that 3x # 0and x € VN V*.
Thenx € Vand x € V*
~x-x=0= |x[|>=0= ||x|| =0= x =0, acontradiction!
S vnvt ={o}

(3) (10 pts) Let A € R"™*" and B € R"*",

(a) Show that A" A has the same nullspace as A, i.e., N(ATA) = N(A).
(b) Show that if B has full row rank, then BB is invertible.

Proof:

(a) Notethat N(A) := {x € R": Ax=0}and N(ATA):= {x € R": A" Ax = 0}.
()Ifx € N(A),thenAx =0 — ATAx=A"0=0 — xc N(A'A)
(i) Ifx € N(ATA),then ATAx =0 = x'ATAx=x"0=0
= (Ax)"Ax=0 = ||Ax|>=0 = Ax=0 = x <€ N(A)
By (i) and (ii), N(ATA) = N(A).
(b) Let A := B' € R™*". Then A has full column rank.
.. The columns of A are linearly independent
.. N(A) = {0}
*. By part (a), N(ATA) = N(A) = {0}
*. The columns of the n x n square matrix AT A are linearly independent
. AT A is invertible
“BB'=A"TA
. BB' is invertible

(4) (10 pts) Let A € R™*" and x € R". Show that there exist x, € C (AT) (the row space of A) and
x, € N(A) (the nullspace of A) such that x = x, + x,, and the representation is unique.

Proof:

(i) Let {vy,v3,---,v,} be abasis for C(A") C R"
and {wy, wy, - -+ ,wy,_,} be a basis for N(A) C R".
Then {vy,vy,- -+, vy, w1, w2, - -+, wy_,} is a basis for R".
o x e R
o 3aq, 0,000, &, B, B2, ¢, Bu—r such that
X =101 + a0y + -+ a0, + frwr + fows + -+ Bu—rWn—y
=X, =X,
‘. x =x,+x, wherex, € C(AT) and x, € N(A)
(ii) Suppose thatx = x, +x,, x, € C(A") and x,, € N(A) and
x = x} + x, where ¥, € C(A") and x}, € N(A)
Then0 =x —x = (x, — x}) + (x, — xJ,).
Coxe—x = —(x, —x,)
x—x.€C(A"), —(x, —x,) € N(A),and C(AT) N N(A) = {0}
“x,—x,=0and —(x, —x),) =0 = x, = x, and x,, = x/,

.. The representation x = x;, + x,, is unique
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(5) (10pts) Let A = [ay, a2, -+ ,a,) € R™™", where ay, a3, - - - ,a, € R™ are linearly independent. Let
becR"and b ¢ C(A), where C(A) denotes the column space of A.

(a) Show that the orthogonal projection of b onto the column space C(A) is p = AX, where ¥
is the solution of the normal equation A" AX = A'b, and explain why the normal equation
has a unique solution .

10 6
(b) LetA= |1 1 |andb = | 0 |. Find the orthogonal projection p of b onto the column
1 2 0
space C(A).
Proof:

(a) Let p be the orthogonal projection of b onto the column space C(A).
Then p = AX for some ¥ € R".
© b—p = b— AXis perpendicular to the column space C(A)
So(b—AX) La;,Vi=12,---,n
soai-(b—AX)=0,Vi=12,---,n
al(b—Ax)=0,Vi=1,2,---,n

a 0
azT N 0
(b— Ax) =
a, 0
L AT(b—-AX) =0
. ATAx=A"b

" The columns of A are linearly independent

*. The columns of A" A are linearly independent (see the proof of 3(b))
.. AT A is invertible

. The normal equation A" AX = A" b has a unique solution ¥

(b) By direct calculations, we have

10
111 3 3
= fonz]nn)=55)
012_12] 35
[ 6
o [1 11 6
wv - [ 13 ]e]-[5]

The normal equation is

s llel=le] === a1

Therefore, the orthogonal projection p of b onto the column space C(A) is

1 0] 5
1]+(3){1 ! 2].
1 2 | —1

(6) (15pts) Let Q = [q,,9,,- - - ,q,] € R™*" be a matrix with orthonormal columns.

(a) Show that gq,,4,,- - ,q, are linearly independent.
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(b) Show that ||Qx|| = ||x| for all x € R".
(c) Show that Qx- Qy = x -y forall x,y € R".
Proof:
(a) Let 194 + 24, +---+ Cnq, = 0.
Then (c14; + 29, + - +¢uq,) -4, =0-4, = 0.

Loy gyt gy gyt ol gy =0
" 41,9y, - ,q, are orthonormal columns of Q

S gi-q;=0ifi #j

coaqpq =0

Cqq =g P >0 (oog #£0)
=0

Similarly, we can provec; =0,---,c, = 0.
"o 41,95 - , 4, are linearly independent

(b) [|Qx|>=Qx-Qx=(Qx)'Qx=x"Q"Qx =x"Ix = x"x = ||x|]2
= || Qx| = [|x[|, V x € R"
© Q¥ - Qy=(Qx)' Qy=x"Q'Qy=x"Iy=x"y=x-y,Vx,ycR"

] |

(a) Show that the columns ay, as, a3 are linearly independent.

(b) Find the orthonormal vectors g, q,, 45 by the Gram-Schmidt process.

(c) Find the factorization, A = QR, by using part (b), where Q is an orthogonal matrix and R is
an upper triangular matrix.

W oON
N U1 =

1
(7) (15 pts) Let A = [a1, a2, a3] = |: 0
0

Solution:
1 2 4
(@ . detA=—-det| 0 3 6 | =—-15#0
0 05

.. A is nonsingular
.. the columns ay, ay, a3 are linearly independent

(b) By the Gram-Schmidt process, we have

1 1 1
Ai=a=|0 :ql—i:% 0|=]0
0 N o A
. 2 1 0 0 0
B:b—jTZA: 0 —% 0l=10 :qz—i:% 0l=10
3 0 3 1] 3 1
4 1 0 0
Ale B'c 4 18
C=c—2-°4 B=|5|-2|o|-2|0|=]|5
T T



(c) From part (b), we obtain

aia qib qc
1 00 1 2 4
A=QR=[q q, q5]| 0 g5b gc|=]0 01 03 61.
010 0 0 5
0 0 g5c

(8) (15 pts) Let A € R"*" be a nonsingular matrix. Assume that through the Gaussian elimination
process, we obtain PA = LU, where P is a permutation matrix, L is the lower triangular matrix,
and U is the upper triangular matrix. Show that det(A") = det(A).

Proof:
w PA=LU
~(PA)T=1U)T = ATP'T=U"L"
— det(P) det(A) = det(L)det(U) and det(A")det(P") =det(U")det(L")
-+ det(U) =det(U") (. have the same diagonal),
det(L) = det(L") =1 (. both have 1’s on the diagonal),
. det(P) det(A) = det(AT)det(P")

"+ PTP=1= det(P'P) =det(P")det(P) =1

-+ Pand P are permutation matrices

o det(P) =1=det(P") or det(P)=—1=det(P")

.. det(P) = det(P")

~. det(A) = det(AT)

(9) (15 pts) Compute the determinants of A, B, and C,

1 23 2 3 11
3127, B = 4 4, C=1]11
321 6 7 10

Are their rows linearly independent? Please give your reasons.

TN

1
0.
0

Solution:
detA=1+124+18-9—-4—-6 =12 # 0 = A is nonsingular
= --- = rows of A are linearly independent

detB =28 +40+72 — 60 — 24 — 56 = 0 = B is singular

= ... = rows of B are linearly dependent (in fact, row3 - row1 = row2)

detC=0+0+0—-1-0—-0= —1# 0= Cisnonsingular
— ... = rows of C are linearly independent



