MA2007B: LINEAR ALGEBRA 1
Midterm 2/December 10, 2020

Please show all your work clearly for full credit! total 110 points

(1) Let A € R"*"and A = [a1,4ay, - -, ay]. Assume that ay, a5, - - -, a, are a basis for R".

(@) (5 pts) Show that for any v € IR" there is one and only one way to write v as a linear combi-
nation of ay, as, - - , a,.

(b) (10 pts) Show that A is invertible.
Proof:

(a) Suppose that v = axja; +aza; + - - - +aya, and v = Bray + Brax + - - - + Buay.
Thenwehave 0 = v —v = (0 — B1)a1 + (a2 — B2)az + - - - + (an — Bu) an.
. aq,az,- -+ ,ay are a basis for R”
c.ay,ay, -+, ay, are linearly independent
", lX1—,B120,062—,52:0,"',0(”—,3”:0
Sowy =B, 00 =P, a0 = By
That is, there is one and only one way to write v as a linear combination of ay, ay, - - - , a,.
(b) " ay,ay,--- ,a, are a basis for R”
oo fori=1,2,--- ,n,3!b; € R" such that [a, a2, - - ,a,)b; = e; (by (1a))
Define B := [by, by, - - -, b,]. Then
AB = [Abl,Abz,- N ,Abn] = [61,62,~ N ,en] =1I.
.. Bistheinverse of A

(2) Let A € R™ " and let r be the rank of A.

(a) (10 pts) Show that the columns of A are linearly independent if and only if r = n.

(b) (5 pts) Assume that m = 5 and n = 7. Do the columns of matrix A be linearly independent
or linearly dependent?

Proof:

(a) (=): Obviously r < n. Suppose that ¥ < n. Then there are free columns of R := rref(A).
.. there are free variables of Rx =0
oo dx #0suchthat Rx =0
" Rx=0<+ Ax=0
. dx # 0such that Ax =0
*. the columns of A are linearly dependent. This is a contradiction!
Lr=n

(<) Letr = n. Then we have R := rref(A) = [ (I) ]

.. there are n pivots and no free variables.

S ifRx=0thenIx=0=x=0

" Rx=0< Ax=0

if Ax =0thenx =0

*. the columns of A are linearly independent



(3) (15 pts) Consider the linear system Ax = b, where A =

(b) ' m=5andn=7
r<5b
nr<n=7
By (2a), the columns of A are linearly dependent.

complete solution to the linear system.

Solution:

13021
Alb)=|0 0 1 4 3
1316 4

First and third are pivot columns, second and fourth are free columns.
Notethat Ax =0 <& Rx =0

Let x = sand x4 = t. Then x3 = —4x4 = —4t and x; = —3x, — 2x4 = —3s — 2¢.
.. The solutions to Ax = 0 are
[x1 ] [ —3s —2t -3 2
| x| s 0] 1 0
Xy, = s | = 0 + 4y =S5 0 +t 4 ,Vs,teR.
| xg | 0 t 0 1
Let the free variables x, = 0 = x4. A particular solution to Ax = b(< Rx = d) is
[ x1 ] [ 1
. X2 . 0
xp - X3 - 3
X4 0

Therefore, the complete solution to Ax = b is

1 -3 -2
X=xp+x, = g +s é +t _2 ,Vs,teR.
0 0 1

(4) (15 pts) Consider the 2 x 3 real matrix,

12 4
A‘[z 4 8]'

Find the bases and dimensions for the four subspaces: C(A), C(A"), N(A), N(A").

Solution:

2 8

1
=212 . dimC(AT) =1
4
e N(A): Ax=0 < x1+2x,+4x3 =0

2

|
2
e C(AT): 4
8

] is a basis, since {

.

-2 —4
One can check that |: 1 ] and [ 0 ] are a basis for N(A).
0 1

o, dimN(A) =2

e C(A): [;]isabasis,since[i 22[1 } and[4} 24[1} S.dimC(A) =1
1
2



e N(A"): Notethat AT =

=~ N =
(O I V]

] |

One can check that [ _% ] is a basis for N(A").

Aly=0 & y1 +2y, =0

. dimN(AT) =1

(5) (10 pts) Let A € R™*" and let r be the rank of A. State the Fundamental Theorem of Linear
Algebra, Part I and Part II

Solution:
e Partl:
dimC(AT) =7 and dimN(A)=n—r.
dimC(A) =7 and dimN(A")=m—r.
o PartII:

C(AT)Y: =N(A) and C(A)r=N(AT).

(6) (10 pts) Let V be a subspace of R" and V* := {x € R"| x-v = 0, Vo € V} be the orthogonal
complement of V. Show that V! is a subspace of R” and V N V+ = {0}.

Proof:

e Claim: V! is a subspace of R"
(i) Letx, y € V+. Thenx - v =0andy-v=0,VoecV.
“(x+y)v=x-v+y-v=0VoeV
Lx+yevt
(ii)Letx € Vtanda € R. Thenx-v =0, Vo € V.
(ax) v=a(x-v)=0,VoeV
ax e vt
e Claim: VNV+ = {0}
~+ V and V* are subspaces of R"
. 0eVand0e V*t
L 0evnvt
Suppose that 3x # 0and x € VN V*.
Thenx € Vand x € V*
“x-x=0= |x[|>?=0= ||x|| =0= x =0, acontradiction!
S vnvt={o0}
(7) (10 pts) Let A € R™*". Show that the nullspace N(A) is the orthogonal complement of the row

space C(AT)inR",ie., C(AT)L = N(A).

Proof:

(C): Letx € C(AT)™.

Then x is orthogonal to every vectors inin C(A").

*. x is orthogonal to every rows of A

L Ax=0 = x€ N(A)

(2): Letx € N(A). then Ax = 0.

". x is orthogonal to every rows of A

. x is orthogonal to every columns of A"

x€C(AT)



(8) Assume that S and T are two subspaces of the finite-dimensional vector space (V,R).

(@) (10 pts) Show that SN T and S+ T := {s + t| s € S, t € T} are both subspaces of V.

(b) (10 pts) Assume that {u;,up,--- ,u,}isabasisfor SNT, {uy,--- ,u,,v1,- -+ ,vs} is a basis for
S,and {uy,- -+ ,u,, w1, -, w;}isabasis for T. Show that {uy, -+ ,u,, 01, -+, 05, w1, -, W}
is a basis for S + T. Hence, dim(S + T) = dimS + dimT — dim(SN T).

Proof:

(@) e Claim: SN T is a subspace of (V,R)
(i) Letx,y € SNT. Thenx,y € Sand x,y € T.
.~ Sand T are two subspaces of V
x+ycSandx+yeT
xt+yeSNT
(i) Letx e SNTanda € R. Thenx € Sand x € T.
.~ Sand T are two subspaces of V
ax€Sandax e T
ax e SNT
e Claim: S + T is a subspace of (V,R)
(i) Letxi + vy, x2+y, € S+ T,wherex;,x, € Sand y;,y, € T.
.~ Sand T are two subspaces of V
“xi+xeSandy, +y, €T
Caty)F(ety) =@ tw)F(y+y,) €S+T
(ii) Letx+yc€ S+ Tanda € R. Thenx € Sandy € T.
.~ Sand T are two subspaces of V
caxcSanday T
a(xt+y)=ax+ayeS+T
(b) e span{wuy, - ,u;, 01, -, 05, w1, - ,wip =S+T
(©): trivial!
(O):Letx+yeS+T.Thenxe Sandy € T.
o {wuy, - 4,01, ,0s} is a basis for S
So3aq, o x,Br,  Bs € Rsito x = aquy + - - - +apuy + Brog + - - -+ Bsvs
o Awuy, - ,u,wy, -+, w} isabasis for T
So3m, o 61,0 ERsty = yup -+ yeup + Sywy + - - - 4 Sy
Soxty=oau 4w+ Brog o+ Bsvs + yrur + -y + 0wy + -+ Sywy
:(0‘1+’)’1)u1+"'+(“r+'}’r)ur+,glvl+"'+ﬁsvs+§1w1+"'+(5twt
€ span{uy, -+ , Uy, 01, , Vs, W1, -+, W}
® Uy, - ,U,01, - ,Vs, W1, -, w; are linearly independent
Let wjuy + - - - +apuy + Bro1 + - - - + Bsvs + o1y + - - - + dpwy = 0.

Then aquy + - - + ayuy + Brog + - - + Bsvs = —b1wy — - - - — Opwy.
=X ==Y

SLy=hw+---+ohw=—xcSandycT

yesSnT

S3dv, v eERsty =+ 4 ey

~ (“1_'71)1"1+"'+<D‘r_'7r)ur+ﬁlvl+“‘+ﬁsvs =0
. uy,- - ,Uy,01, -, Us are linearly independent

S B1=0,---,8s=0

Similarly, we can prove thatd; =0,---,6; = 0.

Loau -+ oau =0

- {u,uy, - ,u,}isabasisfor SNT

. uy,uy, -, u, are linearly independent

w1 =0,---,0, =0

Uy, U,V ,Us, Wy, -, wy are linearly independent
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