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Introduction

Assumption: function u(x) is sufficiently smooth, i.e., we can differentiate u(x) several
times and each derivative is well-defined bounded function over an interval
containing a particular point of interest X.

Suppose we want to approximate u’ (%) by a finite difference approximation.
Let i be a small value (h > 0).

Q /(x) = Diu(x) = % (first order accurate approximation)
Q v (x)~D_u(x) = Li()—c)ihﬂ (first order accurate approximation)

B B u(x+h)—u(x—nh 1
@ /(%) % Dpu(s) o= MR _ 2 ) 4D ()
(second order accurate approximation)

© /(%) ~ Dsu(x) i= - {2u(x + ) + 3u(x) — 6u(x — ) +u(x - 2n)}
(third order accurate approximation)
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Various finite difference approximations to 1’ (%)

slope Dy u(X)
slope D_u(x)

slope u/(¥)

slope Dou(X)

u(x)

Figure 1.1. Various approximations to u'(X) interpreted as the slope of secant lines.

Suh-Yuh Yang (157 /%), Math. Dept., NC i Finite Difference App:



Example

u(x) =sin(x), x =

1,1/ (1) = cos(1) = 0.5403023

Table 1.1. Errors in various finite difference approximations to u’(X).

h Diu(x) D_u(x) Dou(x) D3u(x)
1.0e—01 | —4.2939e—02 4.1138e—02 —9.0005e—04 6.8207e—05
5.0e—02 | —2.1257e¢—02 2.0807e—02 —2.2510e—04 8.6491e—06
1.0e—02 | —4.2163e—03 4.1983e—03 —9.0050e—06 6.9941e—08
5.0e—03 | —2.1059¢—03 2.1014e—03 —2.2513e—06 8.7540e—09
1.0e—03 | —4.2083e—04 4.2065e—04 —9.0050e—08 6.9979e—11

‘We see that

Suh-Yuh

Diu(x) —u'(x) =~ —0.42h,
Dou(¥) —u'(X) ~ —0.0942,
Diu(x) —u'(X) ~ 0.007h3,

/&), Math. Dept., NC
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Example (continued)

If the error E(h) behaves like E(h) ~ Ch*, then log |E(h)| ~ log |C| + plogh.

107
Dy

10° Do

107° 107 107

Figure 1.2. The errors in Du(X) from Table 1.1 plotted against h on a log-log scale.

For 0 < hy < Iy sufficiently small, we expect E(h1) & CH| and E(h,) ~ Chb. Then

|E(hy)] |ClHk hy\P hl
= | =1 ) =plog —
SlEm)| ~ ¥ () =g

hy
Therefore, the order of convergence can be estimated by

log(h1/ha) .
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Taylor’s Theorem and “O” notation

@ Iff € C"[a,b] and f"*1) exists on (a,b), then for any points ¢ and x in [a, b] we
have

f(x) = Pu(x) + En(x),
where the n-th Taylor polynomial P, (x) is given by

and the remainder (error) term E, (x) is given by

1

_ (n n 1)!f(n+1) (g) (x _ C)n+1

En(x)

for some point ¢ between ¢ and x (means that eitherc < { <xorx < ¢ < c).

1 an are two functions of &, then we say that = ash — 0
ff(h dg(h f; f i, th y th h O(g(h h
if [f (h)| < Cl|g(h)| fo all h sufficiently small.
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Truncation errors of D 1(X) and D_u(%)

@ Assume thatu € C2[a,b], X € (a,b), and 0 < h < 1. By Taylor’s Theorem,
u(x+h) =u(x) +h'(x) + %hzu"(é),

for some ¢ € (x,% + h). Therefore, we have

w(@+h) —u(x) 1

1
W(x) = =—————= —5m" (@) = Dsu(x) = " ().
~— ——
D u(x)
. Iy )| — | — Ly < _
|4/ (x) —Dyu(@) | = [ = zhu" ()] <C| 1 _|=Ch
f(h) g(h)

(%) —Diu(x) =0(h) = u'(x) =Diu(x)+O(h)
@ Assume that u € C?[a,b], X € (a,b), and 0 < h < 1. By Taylor’s Theorem,

W(E = h) = u(®) — Il (%) + 2 (),

+%hu’/(§) —D_u(®) + %hu”(g) — D_u(%) + O(h).
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Truncation error of Dyu(X)

Assume that u € C3[a,b], % € (a,b),and 0 < h < 1. By Taylor expansion,

WEER) = () (5) + R (E) + P (&),
1 1
u(@—h) = u® —h(x)+ Ehzu”(a‘c) - gh3u’”(§‘2),
for some ¢; € (%,x+h) and {, € (¥ — h, X). Therefore, we have
Dou(x)
———
rey o w@+h) —u(x—h) 1 W m
Wi = MEERS IR L) )
2 11 "
— Dou(J_C)* %u (61);7’[ (62)

Since w is between v’ (1) and 4" (&) and u € C3[a, b], by the Intermediate
Value Theorem, there exists a ¢ between ¢; and &, hence ¢ € (¥ — h,x + h), such that

u’”(@) _ um(él) ; “W(§2) .

Therefore, we have
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Truncation error of D3u(X)

Assume that u € C*[a,b], % € (a,b),and 0 < h < 1. By Taylor expansion,

u(x4+h) = u®@) +h' @)+ %hzu”(fc) + %h%’”(a‘c) + %h‘*u(‘*) (1),
wE—h) = u(® -l @+ %hzu'/(x) - %h3u”’(5c) + %h‘*u(‘*) @),
WE-2) = u(®) -2 (R) 4 (R () () g (2 (E),

for some ¢1 € (X, x+ 1), & € (x —h,%) and {3 € (X — 2h,x). With these identities, we
can verify that

Dzu(x)
u'(x) = ;—h{Zu(a‘c+h)+3u(5c)—6u(5c—h)+u(5c—2h)}
L 2 @) — S @) + ot (5)}
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Method of undetermined coefficients

Suppose we want to derive a finite difference approximation to u'(%),
1 (%) = Dou(%) := au(x) + bu(x — h) + cu(x — 2h),

where the coefficients a, b, ¢ need to be determined. Using the Taylor expansion,

Dou(x) = (a+b+c)u(5c)—(b+2c)hu’(5c)+%(b+4c)h2u”( )= = (b+8c)iPu () + O(h*).

0\\'—‘

Since u/(x) =~ Dyu(x), we need
a+b+c=0, b+2c=-1/h, b+4c=0.

Therefore a = 3/(2h),b = —2/h,c = 1/(2h), and we have
Dau(x) = 5 {3u(x) — 4u(x — ) + u(x — 20)
Hu(x Zh{ (X u(x u(x }
and

Dyu(%) — ' (%) = — (b +8c)’u" () + O(h*) = f%hzu’”(a‘c) +0(1?) = O(h?).

O\\»—l
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