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Inequality constrained problems
We begin our exploration into the KKT conditions by analyzing the
inequality constrained problem:
(P) min f(x) subjectto gi(x) <0,i=1,2,...,m,
where f, g1, ..., gm are continuously differentiable functions over R".
Definition (feasible descent direction): Consider the problem
(G) min f(x) subjectto x € C,

where f is continuously differentiable over the set C C IR". Then a vector
d # 0 is called a feasible descent direction at x € C if Vf(x)'d < 0, and
there exists & > 0 such that x +td € C forall t € [0, ¢].
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A necessary local optimality condition and active constraints

Lemma 1: Consider the minimization problem (G). If x* is a local
minimum of problem (G), then there are no feasible descent directions at x*.

Proof: Suppose that there is a feasible descent direction d at x*. Then
Vf(x*)Td < 0 and there exists e; > 0 such that x* +td € Cforall t € [0,¢1].

By the definition of the descent direction, there is an e, > 0 with ey < £; such
that f (x* + td) < f(x*) for all t € (0, 5], which is a contradiction to the local
optimality of x*. [

The active constraints at x:

Definition: Assume that we are given a set of inequalities
gi(x) <0, i=12,...,m,
where g; 1 R" — R are functions, and a vector X € R". Then

(i) The active constraints at X are the constraints satisfied as equalities at
x; and

(ii) The set of active constraints is denoted by I(x) := {i: g;(x) = 0}.
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Another necessary local optimality condition

Lemma 2: Let x* be a local minimum of the inequality constrained problem
(P) min f(x) subjectto gi(x) <0,i=1,2,...,m,

wheref, g1, ..., gm are continuously differentiable functions over R". Let
I(x*) be the set of active constraints at x*, i.e.,

I(x*) = {i:gi(x") =0}.
Then there does not exist a vector d € R" such that

Vix*)'d <0 and Vgi(x*)'d <0foric I(x*). (1)

Proof:

Suppose by contradiction that d satisfies the system of inequalities (1). Then
it follows that there exists €1 > 0 such that f (x* + td) < f(x*) and

Qi(x* +td) < gi(x*) =0forany t € (0,¢1) and i € I(x*).
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Proof of Lemma 2 (cont’d)

For any i ¢ I(x*), we have that g;(x*) < 0, and hence, by continuity of g; for
all 7, it follows that there exists e; > 0 such that g;(x* + td) < 0 for any
t € (0,e2) and i ¢ I(x*).

Now, no matter i € I(x*) or not, we can conclude that
fO*+td) < f(x),
gi(x*+td) <0, i=1,2,...,m,
forallt € (0, min{ey,ez}).

This is a contradiction to the local optimality of x*. [
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Fritz John conditions for inequality constrained problems

Theorem (Fritz John conditions): Let x* be a local minimum of the
inequality constrained problem
(P) min f(x) subjectto gi(x) <0,i=1,2,...,m,

where f, 1, ..., gm are continuously differentiable functions over R". Then
there exist multipliers Ay, Ay, ..., Ay > 0, which are not all zeros, such that

m
MVF(x') + ) AiVgi(x®) = 0, 2
i=1
Proof Aigi(x™) 0, i=1,2,...,m.
LetI(x*) = {i: g;(x*) =0} := {i1,ip,...,ix}. By Lemma 2, it follows that the
following system of inequalities does not have a solution d:

VF(x*)Td <0, Vg(x*)'d<0, icl(x). @)
System (3) can be rewritten as Ad < 0, where
V()"
AL (x)"
Vi (x)
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Proof of the theorem on the Fritz John conditions (cont’d)

By Gordan’s alternative theorem, system (3) is infeasible if and only if there
exists a vector 7 = (Ag, Aj, ..., Aik)T # 0 such that

ATy=0, 7>0,
which is the same as

)\0Vf(x*) + Z )\,Vgi(x*) =0, )‘i > 0.

icl(x*)
Define A; = 0 for any i ¢ I(x*). Then we obtain that
AoV (x* +Z/\Vgl x*)=0
i=1

and A;g;(x*) =0foranyi € {1,2,...,m} asrequired. [J
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A major drawback of the Fritz John conditions

@ The Fritz-John conditions allow Ag to be zero, which is not
particularly informative since condition (2) then becomes

m
Y AiVgi(x*) =0,
i=1

implying the gradients of the active constraints {Vg;(x") }icy(x+)
are linearly dependent.

This condition has nothing to do with the objective function, implying
that there might be a lot of points satisfying the Fritz John conditions
which are not local minimum points.

@ I[fwe add an assumption that the gradients of the active constraints are
linearly independent at x*, then we can establish the KKT conditions,
which are the same as the Fritz John conditions with Ag = 1.
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KKT conditions for inequality constrained problems

Theorem (KKT conditions): Let x* be a local minimum of the inequality
constrained problem

(P) min f(x) subjectto gi(x) <0,i=1,2,...,m,

where f,91, . .., gm are continuously differentiable functions over R™. Let
I(x*) be the set of active constraints at x*, i.e.,

I(x") = {i: gi(x") = 0}.

Suppose that {Vg;(x*) }icy(x+) are linearly independent. Then there exist
multipliers Ay, Ay, ..., Ay > 0 such that

m
V() + ) AiVgi(x') = 0,
i=1
Aigi(x*) = 0, i:1,2,...,m.
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Proof of the theorem on the KKT conditions

By the Fritz John conditions, there exist Ao, A1, ..., Am > 0, not all zeros, such
that

m
AVF(x") + ) AiVgi(x") = 0, )
Aigilx®) = 0, i=12,...,m (5)
Moreover, we have Ay > 0, since if Ay = 0, by (4) and (5), it follows that

Y, AiVgi(x) =0,
icl(x*)
where not all the scalars A;,i € I(x*) are zeros, leading to a contradiction to

that {Vg;(x*) }icj(x) are linearly independent.

Now, by defining A; := ;);‘—(’) fori=0,1,...,m, the KKT conditions directly
follow from (4) and (5). g
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KKT conditions for inequality/equality constrains

Theorem (KKT conditions): Let x* be a local minimum of the problem

. . (x) <0, i=1,2,...,m,
min f(x) subject to {ﬁx;; i=12...p, (6)

wheref,g1,...,8m, 1, ha, ..., hy are continuously differentiable functions
over R". Suppose that the gradients of the active constraints and the
equality constraints

{Vgi(x*) i € I(x*)} U{Vhi(x*):j=1,2,...,p}

are linearly independent. Then there exist multipliers A, Ay, ..., Ay > 0
and py, pa, . .., up € R such that

V£( +ZAVg; +Zy]Vh =0,
i=1 j=

Agi(x*) = 0, i=1,2,...,m.
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KKT points

Definition (KKT points): Consider the minimization problem (6), where
f:81,---,8m/, ..., hyare continuously differentiable functions over R".

A feasible point x* is called a KKT point if there exist A1, Ay, ..., Aym >0
and p1, p2, ..., wp € R such that

V£( —i—ZAVgZ —I—Zy]Vh ) =0,
i=1 j=1

Ngi(x®) = 0, i=1,2,...,m.
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Regular points

Definition (Regularity): Consider the minimization problem (6), where
f.81,---,8m/ M, ..., hy are continuously differentiable functions over R".

A feasible point x* is called regular if the gradients of the active constraints
among the inequality constraints and of the equality constraints

{Vgi(x®) riel(x™)} U{Vhi(x") :j=1,2,...,p}
are linearly independent.

Note: In the terminologies of the KKT point and regular point:

@ A necessary optimality condition for local optimality of a reqular point
is that it is a KKT point.

@ The additional requirement of reqularity is not required in the linearly
constrained case in which no such assumption is needed; see Chapter
10, Theorem on the KKT conditions for linearly constrained problems.
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KKT conditions for convex optimization problems

When problem is convex, the KKT conditions are always sufficient.

Theorem (sufficiency of the KKT conditions): Let x* be a feasible
solution of the constrained minimization problem,
<0,

. biect 8i(x) < t
min f(x) subject to {hj(x)z(), i=12,...,p,

where f,91, ..., gm are continuously differentiable convex functions over R"
and hy, ..., hy are affine functions. Suppose there exist multipliers
A, A2, o A > 0and pq, pa, - .., Wy € R such that

V£( +Z)\Vg] +Zy]Vh =0,
i=1 j=

Ngi(x*) = 0, i=1,2,...,m.

Then x* is an optimal solution of problem (7).
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Proof of the sufficiency theorem of the KKT conditions

Let x be a feasible solution of problem (7). It suffices to show that
f(x) > f(x*). Note that the following function is convex:

m p
s(x) :=f(x) + ) Aigi(x) + Y pihj(x), Vx e R™
i=1 i=1
Since Vs(x*) = Vf(x*) + 1711 A Vgi(x*) + i #iVhi(x*) = 0, it follows

that x* is a minimizer of s, i.e., s(x*) < s(x), V x € R". We can conclude that

m P
f) = S DA+ L) (Al =0 =)
1= =

= s(x") <s(x)
m 4

= f(x)+ Z)‘igi(x) + Z y]-hj(x), Vx € R"
i=1 =1

< f(x), VY xfeasiblesolution. O
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Slater’s condition

Definition: We say that Slater’s condition is satisfied for a set of convex
inequalities
Qi(x) <0, i=1,2,...,m,

where 1,82, - - . ,Sm are given convex functions, if there exists ¥ € R" such
that
gi(®%) <0, i=1,2,...,m

Note: Slater’s condition requires that there exists a point that strictly
satisfies the constraints, and does not require, like in the regularity
condition, an a priori knowledge on the point that is a candidate to be
an optimal solution.

This is the reason why checking the validity of Slater’s condition is usually a
much easier task than checking regularity.
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Necessity of the KKT conditions under Slater’s condition

Theorem: Let x* be an optimal solution of the problem
min f(x) subjectto gi(x) <0,i=1,2,...,m,

where f,81,...,9m are continuously differentiable functions over R". In
addition, 1,82, . .., gm are convex functions over R". Suppose that there
exists & € R" such that

qi(®) <0, i=1,2,...,m,

Then there exist multipliers Ay, Ay, ..., Ay > 0 such that

V) + Y AVe() = 0, ®)

i=1
Aigilx®) = 0, i=1,2,...,m.
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Proof of the theorem

Since x* is an optimal solution of f(x), then the Fritz John conditions are
satisfied. That is, there exist Ay, A1, ..., Ay > 0, which are not all zeros, such
that

m
AVF(") +) AiVgi(x*) = 0,
i=1
Aigilx) = 0, i=1,2,...,m. ©)

All that we need to show is that Ao > 0, and then the conditions (8) will be
satisfied with A; = %, i=1,2,...,m. To prove that Ap > 0, assume in

0
contradiction that it is zero. Then we have

i Z,-Vgi(x*) =0. (10)
i=1
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Proof of the theorem (cont’d)

By the gradient inequality for convex functions, we have that for all
i=1,2,...,m,

0> gi(%) > gi(x") + Vgi(x*) T (2 —x").
Multiplying the ith inequality by A; and summing overi = 1,2,...,m, we
obtain

0> Y Agie) + (L AvVe) -, an
i=1 i=1

where the inequality is strict since not all the A; are zero. Plugging the
identities (9) and (10) into (11), we obtain the impossible statement that
0 > 0, thus establishing the result. [
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Generalized Slater’s condition (GSC)

Definition: Consider the system

gilx) <0, i=12...,m,
h](x) <0/ j:1,2,...,P,

sp(x) =0, k=1,2,...,q,

where g;,i =1,2,...,m, are convex functions and h]', sei=12,...,p,
k=1,2,...,q, are affine functions. Then we say that the generalized
Slater’s condition (GSC) is satisfied if there exists € IR" for which

Qi(®) <0, i=1,2,...,m,
h(x) <0,  j=12...p,
s(#) =0, k=12,...,4.
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Necessity of the KKT conditions under the GSC

Theorem: Let x* be an optimal solution of the problem
min f(x) subjectto g;(x) <0, i=1,2,...,m
hj(x)go, i=12,...,p,
sp(x) =0, k=1,2,...,q
where f,g1, ..., gm are continuously differentiable convex functions over R", and
h]-,sk,j =1,2,...,p,k=1,2,...,q, areaffine. Suppose that there exists ¥ € R"
such that
gi(%) <0, i=12,...,m
hi(%) <0, i=12,...,p,
sp(®) =0, k=12,...,q.
Then there exist multipliers A1, Ay, ..., Am > 0,171,772, ,1p = 0, and
M1, 2, - - -, g € Rsuch that

q
Vi(x*) + Z/\Vgl +Z;7]w )+ Y uVse(x*) =0,
k=1

lg,(x*)fo, i=1,2,.
ryjh/-(x*)zo, i:1,2,...,p.
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