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a b s t r a c t 

In this paper, we develop a coupled immersed boundary (IB) and immersed interface method (IIM) to 

simulate the interfacial flow problems with soluble surfactant. That is, a coupled system of surface-bulk 

convection-diffusion equations must be solved not only on a moving interface but also in an evolving 

irregular domain. Based on the immersed interface framework, we first begin with the numerical devel- 

opment for the diffusion equation in a fixed irregular domain and then extend the scheme to solve the 

convection-diffusion equation in an evolving domain. The fluid motion governed by the incompressible 

Navier–Stokes equations is solved by using traditional immersed boundary method while the bulk sur- 

factant is solved by the proposed immersed interface method. A series of numerical tests for the present 

scheme have been conducted to illustrate the accuracy and applicability of the method. We first perform 

the accuracy and efficiency tests for the present IIM solver. We then check the convergence of the surface 

and bulk surfactant and the fluid variables in the interfacial flow problems. We further run a series of 

numerical simulations for a suspended droplet under shear flow with presence of soluble surfactant to 

study the effects of the dimensionless Biot number and the bulk Peclet number on the droplet deforma- 

tion in details. 

© 2018 Elsevier Ltd. All rights reserved. 
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. Introduction 

Many problems in biological, physical and material sciences in-

olve solving partial differential equations (PDEs) in complex do-

ains or deformable interfaces. It is known that solving PDEs in

omplex domains or deformable interfaces numerically is quite

hallenging especially when the interface (or the interior boundary

f domains) is moving. Even in the case of only surface material,

eveloping numerical methods for convection-diffusion equations

n an evolving interface is still of major interest in scientific com-

uting community. 

The immersed interface method is a sharp interface method

nd has been successfully applied to problems arising from a wide

ange of area. For instance, LeVeque and Li proposed the first

IM to solve elliptic interface problems with discontinuous coef-

cients [15] ; further applications such as fluid-structure problems

11,28] , AC dielectrophoresis [8] , droplet electrohydrodynamics [9] ,

nd vesicle electrohydrodynamics [10,13] , just to name a few. Vari-
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us versions of IIM have also been implemented such as immersed

nite element method [5] , particle-mesh methods [18] , coupling

mmersed interface and level set method [29] , etc. See the review

n the book [16] . 

In this paper, we develop a coupled immersed boundary and

mmersed interface method to study the interfacial flow problems

ith soluble surfactant. That is, the fluid system governed by the

ncompressible Navier–Stokes equations is solved by using tradi-

ional IB method while the convection-diffusion equation for the

ulk surfactant is solved by a sharp immersed interface method.

urfactant molecules typically consist of a hydrophilic head and

 hydrophobic tail may adsorb and desorb between bulk fluids

nd the interface so that the interfacial tension can be reduced.

eanwhile, this non-uniform distribution of surfactant molecules

long the interface produces an extra force (Marangoni force) in

he tangential direction to affect the dynamics. The effect due to

nsoluble surfactant has been extensively investigated since past

wo decades. For the insoluble surfactant case we only need to

olve the surface concentration equation on an evolving surface,

hile for the soluble case we have to consider a coupled system

f surface-bulk equations in complex domains or deformable inter-

aces with the interaction through adsorption and desorption pro-
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Fig. 1. The computational domain � consists of the physical domain �+ and the 

extended domain �− with the embedded interface �. The unit outward normal 

vector on � is defined by n . 
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cesses. Therefore, tackling such problem via numerical methods is

indeed essential and can be a quite challenging issue. The numeri-

cal simulation by using boundary integral method was proposed by

Eggleton and Stebe [4] , they assumed a simplified model that the

bulk diffusivity dominates the bulk surfactant transportation (i.e.,

the bulk Peclet number is assumed to be zero) so that the effect

of the constant bulk surfactant only appears in the source term of

the surface surfactant equation. Booty and Siegel [2] investigated

the interfacial fluid flow at large values of Peclet number via a

numerical method that incorporates a singular perturbation analy-

sis into a full numerical solution, whereas the methods proposed

in [2,4] are limited to the flow in Stokes regime. For the Navier–

Stokes flow, depending on the interface representation, Muradoglu

and Tryggvason introduced a front-tracking method to study the

interfacial flows with soluble surfactant in axisymmetric [20] and

3D multiphase flows [21] . Teigen et al. [26] proposed a diffuse-

interface method for solving two-phase flows with soluble surfac-

tant in both 2D and 3D spaces. Chen and Lai [3] developed a con-

servative scheme for the coupled system of surface-bulk concentra-

tion equation. Their extension work on the droplet bouncing and

coalescence with soluble surfactant can be found in [23] . Recently,

Xu et al. [30] proposed a level set method for two-phase flows

with soluble surfactant. However, most of the aforementioned ref-

erences employ the numerical methods using a smoothing tech-

nique so that the bulk concentration is regularized near the vicin-

ity of interfaces which fail to capture the solution discontinuity

across interfaces. Until recently, Khatri and Tornberg [12] used a

two-dimensional segment projection method to represent the in-

terface which is capable of capturing the jump discontinuity of the

bulk concentration solution. 

In this paper, we take advantage of IIM in which a uniform

Cartesian grid is layout in a regular computational domain so that

the spatial discretizations using finite difference for derivative op-

erators can be performed in a straightforward manner except for

the grid points near an interface. Firstly, we propose a simple and

efficient method to solve the diffusion equation in an irregular do-

main (see the setup in Fig. 1 ). By extending the irregular domain

to a regular one, the boundary condition of the solution on the in-

terface is alternatively regarded as the jump condition which is in-

corporated in the immersed interface discretization. Although the

idea of using IIM to solve the elliptic type of PDEs in irregular

domains is not new as already described in [16] , the treatment

of jump conditions in the present scheme is different from the

one in [16] where the augmented approach is adopted. We also

provide both implicit backward Euler and Crank-Nicolson scheme

and then check the convergence of the method. Secondly, we ex-

tend the scheme for solving the convection-diffusion equation in

an evolving domain. A simple splitting method is adopted in which

we first update the intermediate solution by a convection step

and then solve the diffusion equation. The numerical discretization

near the interface of the convection part can be tricky and here

we propose a simple explicit method which follows the idea of

method of characteristics to track the discrete solution accurately

via the usage of the jump information. Again a convergence study
or the solver is performed. Lastly, we apply the immersed inter-

ace solver to solve the coupled surface-bulk concentration equa-

ion with Navier–Stokes flow. The fluid system is solved by tradi-

ional immersed boundary method. This coupled solver shares the

ame spirit with our previous works for the simulations of droplet

lectrohydrodynamics [9] and vesicle electrohydrodynamics [10] . 

The paper is organized as follows. An efficient immersed in-

erface method for solving the diffusion equation in an irregular

omain is developed in Section 2 . The extension of the numerical

cheme for solving the convection-diffusion equation in a moving

rregular domain is presented in Section 3 . The new numerical al-

orithm that couples immersed boundary and immersed interface

ethod for solving the interfacial problems with presence of solu-

le surfactant is outlined in Section 4 . A series of numerical simu-

ations to investigate the study of how the Biot number and bulk

eclet number affect the droplet dynamics in shear flow are pre-

ented. Some concluding remarks and future works are given in

ection 5 . 

. A simple version of immersed interface method for the 

iffusion equation in an irregular domain 

In this section, we propose a numerical method for solving the

iffusion equation in an irregular domain based on the framework

f the immersed interface method. Consider a domain � in R 

2 and

 simple closed interface � immersed in � which separates � into

wo domains; namely, �+ (exterior to the interface) and �− (inte-

ior to the interface) so that � = �+ ∪ �−, see the illustration of

hese domains in Fig. 1 . Throughout this paper, we focus on solv-

ng equations in the exterior domain �+ although our method can

e applied to solve the equations in the interior domain �− with-

ut any difficulty. The interface � is represented by a Lagrangian

arametric form of X (s, t) = (X(s, t) , Y (s, t)) , 0 ≤ s ≤ 2 π , where s is

he parameter of the initial configuration of the interface. Here, we

ssume that the interface � is not evolving, and thus the domain
+ (or �−) is fixed. 

Let us consider the following diffusion equation in �+ as 

∂φ

∂t 
= 

1 

P e 
�φ in �+ , φ| ∂� = φb , (1)

here Pe is the dimensionless Peclet number. Of course, the above

quation should be accompanied with an initial condition φ( x , 0)

nd one inner boundary condition on �; namely the Dirichlet ( φ =
D ), or Neumann ( ∂φ

∂n 
= φN ), or Robin type ( ∂φ

∂n 
= αφ + g, α > 0 ),

here n is the unit outward normal vector pointing from �− to
+ along the interface �. It is important to mention that, the type

f boundary condition on � just results in a slight difference of

he present numerical scheme as we can see from the numerical

mplementation later in next subsection. 

The present immersed interface method for solving Eq. (1) is

o set the solution being identical zero in the interior domain �−,

nd replace the inner boundary condition on � by the jump con-

ition so that the equation in irregular domain �+ becomes an

quation in the whole regular domain � as 

∂φ

∂t 
= 

1 

P e 
�φ in �, φ| ∂� = φb , (2)

 φ� = φ+ (s, t) , � φn � = φ+ 
n (s, t) on �, (3)

here φn = 

∂φ
∂n 

stands for the normal derivative and the bracket

 ·� denotes the jump discontinuity across the interface � of the

uantity approaching from the �+ side to the �− side. One should

otice that, either one of the above jump conditions is given for

mposing Dirichlet or Neumann boundary condition on �; whereas

or Robin boundary condition, both jumps are unknown but related
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Fig. 2. The five-point Laplacian of the irregular point x i, j . 
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f  

t  

a  
o each other. These two jump conditions will be incorporated in

he numerical discretization for spatial derivatives. The remaining

ssue is how to solve the above diffusion Eq. (2) with the jump

iscontinuities (3) in � which we address as follows. 

.1. An immersed interface framework 

To proceed, let us first layout a uniform Cartesian grid in the

omputational domain � with mesh width h = �x = �y for sim-

licity. The grid point x i, j = (x i , y j ) is defined at the grid center

here the discrete solutions φi, j = φ(x i, j ) are located (here we

emporarily omit the time variable). The interface is embedded and

uts through some grid cells so the solution is not smooth across

he interface as we can see from the jump conditions in Eq. (3) . We

hen classify the grid point as either a regular or irregular point.

or a regular point, it means that the standard five-point Laplacian

iscretization (denoted by �h ) does not cut through the interface

o the second-order local truncation error is achieved. On the other

and, at an irregular point, the five-point Laplacian cuts through

he interface so the grid points used involve both inside and out-

ide the interface. Since the solution and its derivatives have jumps

cross the interface, a correction for the Laplacian discretization is

hus needed at the irregular point to maintain the desired accu-

acy. Thus, the discretization of Laplace operator at the grid point

 i, j can be generally written in the form of 

h φi, j + 

C i, j 

h 

2 
, (4) 

here C i, j is the correction term which is nonzero only if the grid

oint is irregular. 

Let us describe what the correction term is at the particular

rregular point as depicted in Fig. 2 . When we apply the five-point

aplacian to x i, j , the grid point x i −1 , j falls in different side of the

nterface so the correction of discretization comes only from the

oint x i −1 , j . To derive the correction term, one needs to find the

rthogonal projection of x i −1 , j at the interface (say X 

∗ in Fig. 2 ),

nd then apply the Taylor’s expansion along the normal direction

t X 

∗ . The correction term thus becomes 

 i, j = � φ� + d� φn � + 

d 2 

2 

( � �φ� − κ� φn � − �s � φ� ) 

∣∣∣∣
X ∗

, (5)

here the value d is the signed distance between the grid point

 i −1 , j and the orthogonal projection X 

∗ , κ is the local curvature of

he interface, and �s is the surface Laplace (or Laplace-Beltrami)
perator defined by 

s = 

1 

| X s | 
∂ 

∂s 

(
1 

| X s | 
∂ 

∂s 

)
. (6) 

ere, the subscript in X s denotes the partial derivative of X with

espect to s . It can be seen that the five-point Laplacian discretiza-

ion in Eq. (4) gives the second-order accuracy at regular points

ut only first-order accuracy at irregular ones. We leave the com-

utation of the interfacial derivatives such as local curvature and

he surface Laplace operator to the next subsection. The more de-

ailed derivation of the correction term in Eq. (5) can be found in

7,24] . 

.2. Implementation details 

Since we assume that the interface is closed, we can use the

ourier spectral discretization to represent the configuration X ( s ).

e first choose a collection of discrete Lagrangian markers X k =
 (s k ) with equally distributed interfacial coordinates s k = k �s, k =
 , 1 , · · · , M with s = 2 π/M. The interface thus can be represented

n truncated Fourier series (in vector form) as 

 (s ) = 

M/ 2 −1 ∑ 


 = −M/ 2 ̂

 X 
 e 
i
s , (7)

here ̂  X 
 are the Fourier coefficients for X ( s ), and can be computed

ery efficiently using the Fast Fourier Transform (FFT). Under this

ourier representation, the derivatives with respect to s can also be

omputed quite easily by using the pseudospectral method [25] . In

his fashion, all geometrical quantities such as curvature κ and the

urface Laplace operator �s in Eq. (6) can be computed with spec-

ral accuracy (in addition, the unit tangent vector can be computed

y τ = (τ1 , τ2 ) = X s / | X s | and the normal vector is n = (τ2 , −τ1 ) ).

ince all the interfacial quantities are defined in Lagrangian man-

er so the jumps of � φ� , � φn � , � �φ� , and �s � φ� are all defined

t X k . Thanks to the Fourier representation, those jumps and the

urvature at the orthogonal projection points X 

∗ in the correction

erm in Eq. (5) can be easily interpolated through the values at the

agrangian markers X k . 

Now we are ready to discretize the difference equation with the

ump conditions in Eqs. (2) and (3) based on the aforementioned

mmersed interface framework. Here we use the Backward Euler

BE) and Crank–Nicolson (CN) method for the time integration. De-

oting �, 
0 , 
1 , and 
2 as the solution vectors formed by φi, j ,

 �φ� X k , � φ� X k , and � φn � X k , respectively, the Backward Euler dis-

retization for Eq. (2) is given by 

�n +1 − �n 

�t 
= 

1 

P e 

(
�h �

n +1 + C 0 

n +1 
0 + C 1 


n +1 
1 + C 2 


n +1 
2 

)
, (8) 

here the superscript n stands for the time step t n = n �t with

he time step size �t; C 0 , C 1 and C 2 are the formal matrix oper-

tors involving the Fourier interpolation of those jumps in the cor-

ection term as described previously. Let us describe how to solve

he above matrix equation in the following. Suppose that the Neu-

ann boundary condition is imposed on �, it yields that 
n +1 
2 

is

iven but 
n +1 
1 

is treated as an unknown to be determined. In ad-

ition, unlike our previous works on solving Laplace equation for

he electric potential ( � �φ� = 0 ) for the droplet and vesicle elec-

rohydrodynamics in [9,10] , the term 
n +1 
0 

(= � �φn +1 � X k ) is also

n unknown here. We can approximate this term using the origi-

al differential equation by applying on the both sides of interface

ith Backward Euler discretization to obtain (
n +1 
1 

− 
n 
1 
) / �t =

n +1 
0 

/Pe . It is interesting to see that, although the approximation

or 
n +1 
0 

gives only first-order accuracy in time, the local trunca-

ion error for the five-point Laplacian operator remains first-order

ccuracy in space at irregular points as long as we take �t = O (h )
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Fig. 3. A diagram showing least squares approximation for one-sided interpolation 

or normal derivative at X k . 
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(one can see from Eqs. (4) to (5) ). Proceeding to rearrange the dis-

cretization in Eq. (8) gives the matrix equation (
�h −

P e 

�t 
I 

)
�n +1 + 

(
P e 

�t 
C 0 + C 1 

)

n +1 

1 

= − P e 

�t 
�n + 

P e 

�t 
C 0 


n 
1 − C 2 


n +1 
2 . (9)

On the other hand, for the Crank-Nicolson discretization of Eq. (2) ,

we have (
n +1 
1 

− 
n 
1 
) / �t = (
n 

0 
+ 
n +1 

0 
) / 2 Pe . Thus, the resultant

matrix equation becomes (
�h −

2 P e 

�t 
I 

)
�n +1 + 

(
2 P e 

�t 
C 0 + C 1 

)

n +1 

1 

= −2 P e 

�t 
�n − �h �

n + C 0 

(
2 P e 

�t 

n 

1 + 
n 
0 

)
− C 2 


n +1 
2 . (10)

One should notice that, the computation of �h �
n at irregular

points on the righthand side of Eq. (10) indeed involves the cor-

rection term at previous step but we use the same notation for

simplicity. At this stage, it becomes clear that we have to add

one more matrix equation to approximate the augmented variable


n +1 
1 

. However, as we can see from Eq. (3) , a one-sided approx-

imation for φ+ (X k , t n +1 ) is needed. To approximate that, we first

construct a least squares cubic polynomial by using the values of

φn +1 
i, j 

at the grid points satisfying ‖ x i, j − X k ‖ ≤ 4 h in the domain

�+ as depicted in Fig. 3 . In general, the number of chosen grid

points is larger than the number of unknown coefficients in the

least squares approximation so the cubic polynomial P ( x, y ) can be

obtained. For the interface point X k in a high curvature region, we

have to increase the spatial resolution to make sure that enough

grid points fall into the same region so the least squares cubic

polynomial is achievable. Once we have the polynomial P ( x, y ),

the one-sided interpolation φ+ (X k , t n +1 ) can be computed directly.

This least squares cubic polynomial approach roughly has third-

order accuracy to the approximation of the function itself. With

this approximation, we can write the jump condition � φ� = φ+ in

Eq. (3) in a matrix form by 

B �n +1 = 
n +1 
1 (11)

where B denotes the formal matrix arising from the above least

squares cubic polynomial approximation. 

Now, we couple either the matrix Eq. (9) (BE) or Eq. (10) (CN)

with Eq. (11) into one linear system as [
H C 

B −I 

][
�n +1 


n +1 

]
= 

[
F 

0 

]
. (12)
1 
n practice, we do not form the matrices C and B explicitly as we

an see from the iterative procedure of our matrix solver below.

o solve the above linear system, we first eliminate �n +1 from

q. (12) by Schur complement technique to obtain a new linear

ystem for 
n +1 
1 

as 

BH 

−1 C + I 
)

n +1 

1 = BH 

−1 F . 

his is a M × M system for 
n +1 
1 

which is much smaller than the

riginal one in Eq. (12) . We then use the GMRES iterative method

o solve the above linear system. Since the GMRES method only re-

uires the matrix-vector multiplication, it is not necessary to con-

truct the matrices H 

−1 , C , and B explicitly. Note that, the matrix

 comes from the five-point Laplacian discretization so the inver-

ion of H can be performed efficiently by applying the fast Poisson

olver provided by Fishpack public software package [1] . 

In summary, the detailed numerical algorithm for solving the

inear system Eq. (12) to find �n +1 and 
n +1 
1 

can be split into the

ollowing three steps. 

Step 1. Apply one fast Poisson solver to obtain �∗ in 

H�∗ = F . 

Step 2. Use GMRES iteration to solve 
n +1 
1 

in (
BH 

−1 C + I 
)

n +1 

1 = B �∗. 

Step 3. Apply one fast Poisson solver to solve �n +1 in 

H�n +1 = F − C
n +1 
1 . 

During the GMRES iteration in Step 2, we set the stopping cri-

erion as h 2 . The overall computational cost for Step 1-3 in our

resent scheme can be evaluated in terms of the number of fast

oisson solver being applied. In the next subsection, we shall pro-

ide a more systematic numerical check on the accuracy and effi-

iency for our present numerical algorithm. 

We should remark that, for the case of imposing Dirichlet or

obin boundary condition on the interface �, there is a slight dif-

erence of the BE and CN discretizations from Eqs. (9) to (10) . For

he Robin boundary condition case, one still needs to apply the

ne-sided interpolation for φ+ (X k ) , whereas for the Dirichlet case

he approximation for φ+ 
n (X k ) is required and it can be simply

one by taking normal derivative of the least squares polynomial

P ( X k ) · n ( X k ) (thus the derivative approximately has second-order

ccuracy). The resultant linear system from other types of bound-

ry conditions on � can be represented and solved similarly as in

q. (12) . 

.3. Numerical accuracy and efficiency study 

In this subsection, we demonstrate the accuracy and efficiency

est of the present IIM scheme for solving the diffusion equa-

ion developed in previous subsection. We construct an analyt-

cal solution for Eq. (1) with a three-leaved interface as X (s ) =
(r(s ) cos s, r(s ) sin s ) with the radius function r(s ) = 0 . 1(4 + cos 3 s )

s 

(x, y, t) = 1 + 0 . 5 exp 

(
−2 π2 t 

P e 

)
cos (πx ) cos (πy ) , x ∈ �+ . 

(13)

ere, we test three cases by imposing different inner boundary

onditions as Dirichlet, Neumann, and Robin type boundary con-

ition on �. The computational domain is set by � = [ −1 , 1] ×
 −1 , 1] and the Peclet number is chosen as Pe = 10 . We set N to

e the grid size and thus the mesh size is h = 2 /N. The time step

or the BE and CN discretization of Eq. (9) or (10) is chosen as the

ame of mesh width as �t = h and the simulation is run up to
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Table 1 

Mesh refinement results for accuracy and efficiency for the BE (upper half-panel) and CN (lower half-panel) 

discretization. The numerical solution is denoted by φh and exact solution by φe . 

N Dirichlet Neumann Robin 

‖ φh − φe ‖ ∞ Rate Iter. ‖ φh − φe ‖ ∞ Rate Iter. ‖ φh − φe ‖ ∞ Rate Iter. 

128 7.627E − 04 – 3.25 9.051E − 04 – 2.10 7.935E − 04 – 2.04 

256 3.789E − 04 1.01 3.42 4.489E − 04 1.01 2.10 3.902E − 04 1.02 2.02 

512 1.889E − 04 1.00 3.50 2.233E − 04 1.01 2.09 1.935E − 04 1.01 2.01 

1024 9.423E − 05 1.00 3.75 1.113E − 04 1.00 2.23 9.633E − 05 1.01 2.19 

128 7.121E − 05 – 3.10 3.825E − 05 – 2.17 2.369E − 05 – 2.04 

256 1.720E − 05 2.05 3.47 5.571E − 06 2.78 2.17 5.958E − 06 1.99 2.02 

512 4.648E − 06 1.89 3.16 1.395E − 06 2.00 2.18 1.490E − 06 2.00 2.01 

1024 1.145E − 06 2.02 3.43 3.460E − 07 2.01 2.24 3.722E − 07 2.00 2.06 

Fig. 4. (a) The snapshots of the numerical solution at T = 0, 0.25, 0.5, 0.75 and 1. The numerical solution is subject to Dirichlet boundary condition on the outer boundary 

∂� and Robin boundary condition on the inner boundary �. (b) The snapshots of the numerical error at T = 0.25, 0.5, 0.75 and 1. 
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he terminal time T = 1 . We present the rate of convergence for

he maximum error between the numerical solution φh and the

xact solution φe in Table 1 . As expected, the first- and second-

rder convergence are achieved for BE and CN scheme, respec-

ively. As for the computational complexity, one can see that the

verage number of GMRES iterations in the time interval [0,1] is

ust less than 4 and becomes steady even as the grid number dou-

les. Moreover, we plot the snapshots of numerical solution (ob-

ained by CN discretization with Robin boundary condition on �

ith N = 512 ) and snapshots of their errors φe − φh at different

imes in Fig. 4 . One can see that the present method captures the

ump discontinuity across the interface accurately and the largest

umerical error mainly results from the computational domain �+ 

ather than the extended domain �−. In fact, for each case we

ested here, the numerical errors at grid points in the extended

omain �− are consistent with the spatial discretization of magni-

ude O ( h 2 ). 

. An immersed interface method for the convection-diffusion 

quation in a moving irregular domain 

With successful development of IIM for diffusion equation in a

xed irregular domain, in this section, we extend our method to

he following convection-diffusion equation in a moving irregular
omain �+ (t) as 

∂φ

∂t 
+ u · ∇φ = 

1 

P e 
�φ in �+ , φ| ∂� = φb , (14)

here u is a given velocity or is obtained from solving Navier–

tokes equations (see in next section). As before, besides of the

oundary condition on ∂�, one of inner boundary conditions on

( t ) (Dirichlet ( φ = φD ), Neumann ( ∂φ
∂n 

= φN ), or Robin type ( ∂φ
∂n 

=
φ + g, α > 0 )) must be given. Again, assuming the zero solution

n the interior domain �−(t) and regarding the inner boundary

ondition as jump conditions across the interface �( t ), we can

ewrite the convection-diffusion Eq. (14) in the fixed regular do-

ain � = �+ (t) ∪ �−(t) (referring the setup of those domains in

ig. 1 ) as 

∂φ

∂t 
+ u · ∇φ = 

1 

P e 
�φ in �, φ| ∂� = φb , (15) 

� φ� = φ+ (s, t) , � φn � = φ+ 
n (s, t) on �(t) . (16) 

ertainly, Eq. (15) is subject to an initial condition in �+ (0) . We

emind the readers that the above jump conditions are required for

he calculation of the correction terms whereas either one or both

f them can be unknown (depending on the type of the boundary

ondition on �). 
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With presence of the applied velocity filed u , the interface � is

assumed to move with the local velocity by 

∂X 

∂t 
(s, t) = u (X (s, t) , t) . (17)

Unlike in previous section where the irregular domain �+ is fixed,

here due to the fact that the interface �( t ) is moving according

to Eq. (17) (thus �+ (t) and �−(t) are both evolving, but � re-

mains as a fixed domain), we have to carefully track the discrete

solutions in the neighborhood of the interface. Therefore, instead

of discretizing Eqs. (15) and (16) directly, here, we propose a sim-

ple operator splitting scheme. That is, we first solve the intermedi-

ate solution for the convection step, and then update the solution

by solving the diffusion part. The full numerical algorithm is de-

scribed in the following subsections. 

3.1. An explicit immersed interface method for the convection 

equation 

In this subsection, we focus on developing a numerical scheme

based on IIM for solving the intermediate solution of the convec-

tion equation 

∂φ

∂t 
+ u · ∇φ = 0 in �. (18)

Since the interface �( t ) moves with the velocity field u , captur-

ing the jump discontinuity behavior of the discrete solutions in the

vicinity of �( t ) becomes the major task. Eq. (18) is discretized by

the second-order Lax–Wendroff scheme (9-point stencil) [14] as 

φn +1 
i, j 

= φn 
i, j 

+ 

1 

2 

αn +1 / 2 
i, j 

(1 + αn 
i −1 / 2 , j ) φ

n 
i −1 , j −

1 

2 

αn +1 / 2 
i, j 

(αn 
i −1 / 2 , j + αn 

i +1 / 2 , j ) φ
n 
i, j 

+ 

1 

2 

αn +1 / 2 
i, j 

(−1 + αn 
i +1 / 2 , j ) φ

n 
i +1 , j + 

1 

2 

βn +1 / 2 
i, j 

(1 + βn 
i, j−1 / 2 ) φ

n 
i, j−1 

− 1 

2 

βn +1 / 2 
i, j 

(βn 
i, j−1 / 2 + βn 

i, j+1 / 2 ) φ
n 
i, j + 

1 

2 

βn +1 / 2 
i, j 

(−1 + βn 
i, j+1 / 2 ) φ

n 
i, j+1 

+ 

1 

8 

αn +1 / 2 
i, j 

[
(βn 

i +1 / 2 , j − βn 
i −1 / 2 , j ) φ

n 
i, j+1 − (βn 

i +1 / 2 , j − βn 
i −1 / 2 , j ) φ

n 
i, j−1 

]
+ 

1 

8 

βn +1 / 2 
i, j 

[
(αn 

i, j+1 / 2 − αn 
i, j−1 / 2 ) φ

n 
i +1 , j − (αn 

i, j+1 / 2 − αn 
i, j−1 / 2 ) φ

n 
i −1 , j 

]
+ 

1 

8 

(
αn +1 / 2 

i, j 
βn 

i +1 / 2 , j + αn 
i, j+1 / 2 β

n +1 / 2 
i, j 

)
φn 

i +1 , j+1 

− 1 

8 

(
αn +1 / 2 

i, j 
βn 

i +1 / 2 , j + αn 
i, j−1 / 2 β

n +1 / 2 
i, j 

)
φn 

i +1 , j−1 

− 1 

8 

(
αn +1 / 2 

i, j 
βn 

i −1 / 2 , j + αn 
i, j+1 / 2 β

n +1 / 2 
i, j 

)
φn 

i −1 , j+1 

+ 

1 

8 

(
αn +1 / 2 

i, j 
βn 

i −1 / 2 , j + αn 
i, j−1 / 2 β

n +1 / 2 
i, j 

)
φn 

i −1 , j−1 , (19)

where αn 
i, j 

= u n 
i, j 

�t/ �x and βn 
i, j 

= v n 
i, j 

�t/ �y . We assume that all

the coefficients on the righthand side of the above discretization

are given for a prescribed velocity field. Notice that the velocity

component u and v appearing in those coefficients are not only

evaluated at the cell center x i, j but also the cell-normal edges

x i ± 1/2, j ± 1/2 . 

As before, the grid point is identified as either a regular or ir-

regular point. For a regular point, we mean that all the grid points

used on the righthand side of Eq. (19) falls into the same side of

the interface; whereas an irregular point involves using the grid

points from both inside and outside the interface. It is clear that

we need to modify Eq. (19) at irregular points to achieve the de-

sired accuracy. 

We illustrate how to find the correction term via the two cases

shown in Fig. 5 . As a first case depicted in Fig. 5 (a), the interface

moves form �( t n ) to �(t n +1 ) . For a certain small time step �t ,
q. (19) can be regarded as an interpolation for some grid value ly-

ng in the region [ x i −1 , x i +1 ] × [ y j−1 , y j+1 ] at the previous time step

 n , and this grid point flows along some characteristic line to x i, j 
t time step t n +1 . This is exactly the concept of method of char-

cteristics. Since the grid point x i, j stays inside the interface, one

eeds to correct the grid values which come from the outside of

he interface ( �+ (t n ) ). For instance, 

n 
i +1 , j−1 

correct === φn 
i +1 , j−1 + C n i +1 , j−1 , 

n which the above correction term follows the same computa-

ion as in Eq. (5) . Of course, one also has to correct other grid

alues φn 
i +1 , j 

, φn 
i, j+1 

, and φn 
i +1 , j+1 

as depicted in Fig. 5 (a). For

he second case shown in Fig. 5 (b), as the interface moves, the

rid point x i, j falls into the different sides of the interface (from
+ (t n ) to �−(t n +1 ) ). In this case, the grid value φn +1 

i, j 
comes from

ome grid value lying inside the interface at time step t n . There-

ore, one should correct those grid values which originating from
+ (t n ) side (say φn 

i +1 , j−1 
, φn 

i, j 
, φn 

i +1 , j 
, φn 

i −1 , j+1 
, φn 

i, j+1 
, and φn 

i +1 , j+1 

n Fig. 5 (b)). 

From these two cases, we can conclude a rule for the calcula-

ion of correction terms: if the grid point x i, j remains on the same

ide of the interface when the interface is moving, one needs to

orrect the grid value(s) which is on the different side of x i, j at

he previous time step t n . On the other hand, if the grid point x i, j 
rosses the interface at different time steps, one have to correct

he grid value(s) which lies in the different side of x i, j at t n +1 . As

 consequence, the Lax–Wendroff scheme in Eq. (19) can be gener-

lly modified by a matrix form of 

n +1 = A �n + 

˜ C 0 

n 
0 + 

˜ C 1 

n 
1 + 

˜ C 2 

n 
2 , 

here A denotes the coefficient matrix constructed by the right-

and side of Eq. (19) and 

˜ C 0 

n 
0 

+ ̃

 C 1 

n 
1 

+ ̃

 C 2 

n 
2 

are the correction

erms. One should notice that the correction matrix ˜ C 0 , 
˜ C 1 , and 

˜ C 2 
re different from those matrices C 0 , C 1 , and C 2 in previous section

ince they contain correction terms multiplying those coefficients

n Eq. (19) . As one can see from the above equation, the solution

s explicitly updated by the solution at previous time step, which

an be done very efficiently. 

.2. Full numerical algorithm 

Once we know how to update the intermediate solution for

he convection part, now we are ready to solve Eq. (15) with

q. (16) via the splitting technique as follows. Given the interface

osition, the solution and jumps at the time step n �t , X 

n , �n , 
n 
0 
,

n 
1 
, and 
n 

2 
, we update �n +1 by using the following two steps: 

Step 1. Advance the interface to the position X 

n +1 and then apply

the modified Lax–Wendroff scheme to obtain the interme-

diate solution �∗ due to the convection part 

�∗ = A �n + 

˜ C 0 

n 
0 + 

˜ C 1 

n 
1 + 

˜ C 2 

n 
2 . 

Step 2. Update the solution �n +1 by solving the diffusion part us-

ing the backward Euler scheme 

�n +1 −�∗

�t 
= 

1 

P e 

(
�h �

n +1 + C 0 

n +1 
0 + C 1 


n +1 
1 + C 2 


n +1 
2 

)
and update the discrete jump conditions 
n +1 

0 
, 
n +1 

1 
, and


n +1 
2 

. 

In Step 1, we not only obtain the intermediate solution �∗ but

lso the jump condition for �∗ (say 
∗
1 

) on the interface �(t n +1 )

s 
∗
1 

= 
n 
1 

. This is due to the fact that solution on the interface

lso flows along some characteristic line so that � φ∗� = φ+ (s, t n ) .

n Step 2, 
n +1 
0 

is thus approximated by using (
n +1 
1 

− 
∗
1 
) / �t =
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Fig. 5. Two cases for the interface moves from �( t n ) (left figure) to �(t n +1 ) (right figure). 
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/Pe . Thus, solving for �n +1 is nothing but following the dif-

usion equation solver developed in previous section. The above

plitting procedure is expected to have first-order convergence due

o the backward Euler method in Step 2. Of course, one can en-

ance the overall accuracy of the present method by employing a

igher order scheme such as Strang splitting [12] , however, in this

aper we aim to implement the numerical solver in a simple man-

er. Next, we shall carry out a numerical test for the convergence

nd efficiency of our proposed numerical method. 

.3. Numerical accuracy and efficiency study 

In this subsection, we perform a numerical test for the con-

ergence and efficiency of the present method for Eq. (14) in the

xterior of a moving interface in the computational domain � =
 −2 , 2] × [ −2 , 2] . Here, we choose the initial interface as a unit cir-

le centered at the origin and apply the shear flow u = (y, 0) as

ur prescribed velocity so the evolving interface �( t ) can be ex-

licitly described as X (s, t) = ( cos (s ) + t sin (s ) , sin (s )) by solving

q. (17) . In this moving irregular domain, we can construct an an-

lytical solution for Eq. (14) as 

(x, y, t) = 1 + 0 . 5 exp 

(
−(t + t 3 / 3) 

P e 

)
sin (x − yt) , x ∈ �+ . 

(20) 
gain, three cases are tested by imposing different inner boundary

onditions as Dirichlet, Neumann, and Robin type boundary condi-

ion on �. In these cases, the solution is subject to the Dirichlet

oundary condition on ∂�. 

We choose the Peclet number Pe = 1 with different grid sizes

 = 128, 256, 512, 1024. and the time step size �t = h/ 2 . Table 2

hows the maximum errors for the numerical solution at the ter-

inal time T = 1 . One can see that the present numerical result

erforms clean first-order convergence for the numerical solution

in each case. The average number of GMRES iterations in Step

 is just within two even as the grid number doubles. We further

how the snapshots for the numerical solution (obtained by using

nner Robin boundary condition on � with the grid size N = 512 )

t different times in Fig. 6 . 

. Interfacial flows with soluble surfactant 

In this section, we apply the IIM solver developed in previous

ection to simulate interfacial flow problems with soluble surfac-

ant. Consider an incompressible Navier–Stokes flow consisting of

wo-phase fluids in a fixed rectangular domain � with an im-

ersed droplet interface � represented by the parametric form

 ( s, t ) with the parameter s ∈ [0, 2 π ] (see Fig. 1 ). It is assumed

hat the surfactant exists on the interface as a monolayer and is

dsorbed from or desorbed to the bulk fluid in �+ ; that is, the

urfactant is soluble in the exterior bulk but not in the interior

roplet. The interface is contaminated by the surfactant so that
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Table 2 

Mesh refinement results for the numerical solution at the terminal time T = 1 . 

N Dirichlet Neumann Robin 

‖ φh − φe ‖ ∞ Rate Iter. ‖ φh − φe ‖ ∞ Rate Iter. ‖ φh − φe ‖ ∞ Rate Iter. 

128 3.988E − 04 – 1.14 9.038E − 04 – 1.03 6.173E − 04 – 1.03 

256 1.996E − 04 0.99 1.14 4.072E − 04 1.15 1.67 2.989E − 04 1.04 1.67 

512 9.880E − 05 1.01 1.84 2.024E − 04 1.00 1.85 1.486E − 04 1.00 1.85 

1024 4.927E − 05 1.00 1.93 1.009E − 04 1.00 1.93 7.410E − 05 1.00 1.93 

Fig. 6. The snapshots of the numerical solution at T = 0 , 0 . 125 , 0 . 25 , 0 . 5 , 0 . 75 and 1. The numerical solution is subject to Dirichlet boundary condition on the outer boundary 

∂� and Robin boundary condition on the inner boundary �( t ). 
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σ  
the distribution of the surfactant changes the surface tension σ
accordingly. Therefore, we have to introduce two surfactant con-

centrations in the system; namely, the surface concentration �( s,

t ) along the interface �, and the bulk concentration φ( x, y, t ) in

the region �+ . 
In order to formulate the fluid part of the problem using the IB

approach, we simply treat the interface as an immersed boundary

that exerts force on the fluids and moves with local fluid velocity.

For simplicity, we assume equal viscosity μ and density ρ for both

fluids, and neglect the gravity. Certainly, the present Navier–Stokes

solver can be replaced by the one with different density and vis-

cosity ratios. In this paper, we concentrate on the numerical inves-

tigation of droplet dynamics under shear flow in the presence of

soluble surfactant effects. As in [4] , we scale all physical variables

by the associated characteristic scales as follows: 

x 

∗ = 

x 

R 

, t ∗ = t ˙ γ , u 

∗ = 

u 

R ̇ γ
, p ∗ = 

p 

ρ ˙ γ 2 R 

2 
, 

σ ∗ = 

σ

σe 
, �∗ = 

�

�e 
, φ∗ = 

φ

φe 
, 

where R is the initial drop radius, ˙ γ is the shear rate, and σ e , �e ,

φe are the surface tension, surface surfactant concentration, bulk

concentration at equilibrium respectively. Notice that, the normal-

ization of the surface tension σ enables us to investigate the ef-

fect due to nonuniformly distributed surface tension (one shall see

the relation between the surface tension and surfactant later). Af-
er some careful calculations, the non-dimensional Navier–Stokes

ow in the usual IB formulation can be written as (dropping ∗ in

ll notations) 

∂u 

∂t 
+ (u · ∇) u = −∇p + 

1 

Re 
�u 

+ 

1 

ReCa 

∫ 
�

F (s, t) δ(x − X (s, t)) | X s | d s in �, (21)

 · u = 0 in �, (22)

∂X 

∂t 
(s, t) = U (s, t) = 

∫ 
�

u (x , t) δ(x − X (s, t)) d x on �, (23)

 (s, t) = 

∂ 

∂s 
(σ (s, t) τ(s, t)) on �, (24)

here u = (u, v ) is the fluid velocity and p is the pressure. The di-

ensionless numbers are the Reynolds number Re = ρR 2 ˙ γ /μ de-

cribing the ratio between the inertial force and the viscous force,

nd the Capillary number Ca = μR ̇ γ /σe describing the strength of

he viscous force and the surface tension. The presence of surfac-

ant will reduce the surface tension of the interface following the

angmuir equation of state [22] 

= 1 + El ln 

(
1 − χ�

1 − χ

)
. (25)
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n the above equation, El = R̄ T �∞ 

/σe is the elasticity number mea-

uring the sensitivity of the surface tension to the surfactant con-

entration and χ = �e / �∞ 

is the fraction of the surfactant cov-

rage, where R̄ is the universal gas constant, T is the tempera-

ure, and �∞ 

is the maximum surfactant packing. By taking the

dsorption and desorption of bulk surfactant into account, along

he above normalization scales, the system for the dimensionless

urface-bulk surfactant concentration equations is 

∂φ

∂t 
+ u · ∇φ = 

1 

P e 
�φ in �+ , 

1 

P e 

∂φ

∂n 

∣∣∣
�

= Bi h ad 

[
φ+ (1 + K ad − K ad �) − �

]
, (26) 

∂�

∂t 
+ (∇ s · U )� = 

1 

P e s 
�s � + Bi 

[
φ+ (1 + K ad − K ad �) − �

]
on �,

(27) 

here φ+ denotes the bulk concentration adjacent to the interface

nd the term surface divergence of the velocity field ∇ s · U is calcu-

ated as U s · τ/ | X s | . Notice that, here the surface concentration �( s,

 ) is defined in the Lagrangian manner, so ∂�
∂t 

represents the ma-

erial derivative of �. In general, the flux of the bulk concentration

s controlled by the adsorption-desorption mechanism between the

urface and bulk surfactant [4,20] . As one can see from the inner

oundary condition on � in Eq. (26) , the first coupled term on

he righthand side describes the mass adsorption to the droplet in-

erface while the second term denotes the mass desorption to the

ulk fluid. As before, the convection-diffusion Eq. (26) for the bulk

oncentration is reformulated in the fixed regular domain � incor-

orating with the jump discontinuity ( � φ� and � φn � ) across the in-

erface �, which can be solved efficiently by the present immersed

nterface method. 

With the following physical characteristic parameters, the des-

rption coefficient α, the adsorption coefficient β , the bulk diffu-

ivity D b , and the surface diffusivity D s , the above dimensionless

umbers are defined as: the surface Peclet number, Pe s = R 2 ˙ γ /D s is

he surface convective flux to the surface diffusion; the Biot num-

er, Bi = α/ ̇ γ is the ratio of desorption to surface convective time;

he adsorption number, K ad = βφe /α is the adsorption to desorp-

ion rate; the bulk Peclet number, Pe = R 2 ˙ γ /D b is the convective

ux to the bulk diffusion; the adsorption depth, h ad = �e /φe R is

he depth beneath the interface diluted by surfactant adsorption.

ere we have an immediate qualitative behavior of the effect of

iot number: when Bi 	 1, the source term in Eq. (27) is quite

mall, hence the profile of the surface surfactant is nearly similar

o that obtained in the insoluble case. When Bi 
 1, the absorp-

ion from the bulk surfactant is overwhelming, thereby the surface

urfactant should remain close to its equilibrium profile. The quan-

itative behavior of Biot number shall be investigated in details in

umerical experiments later. It is interesting to see that, with some

uitable boundary conditions for φ, one can show that the total

mount of the bulk and surface surfactant is conserved as 

d 

d t 
M(t) = 

d 

d t 

(
h ad 

∫ 
�

φ d x + 

∫ 
�

�| X s | d s 

)
= 0 . 

his conservation law for the total surfactant mass will be checked

ater in our numerical results. 

.1. Numerical algorithm 

Here we describe the numerical scheme to simulate the en-

ire system of Eqs. (21) –(27) . As our droplet and vesicle work in

9,10] , the idea is to solve the fluid equations by the usual im-

ersed boundary method and the bulk surfactant by the immersed

nterface method proposed in Section 3 . We consider the com-

utational domain as a rectangle � = [ a, b] × [ c, d] . Within this
omain, a uniform Cartesian grid with mesh width h in both x

nd y directions is employed. The fluid variables are defined on

he standard staggered marker-and-cell (MAC) manner [6] . That

s, the velocity component u and v are defined at the cell verti-

al and horizontal edges (x i −1 / 2 , y j ) = (a + (i − 1) h, c + ( j − 1 / 2) h )

nd (x i , y j−1 / 2 ) = (a + (i − 1 / 2) h, c + ( j − 1) h ) respectively, while

he pressure p and the bulk concentration φ are both defined at

he cell center (x i , y j ) = (a + (i − 1 / 2) h, c + ( j − 1 / 2) h ) . As men-

ioned before, for the droplet interface, we use the spectral collec-

ion points s k = k �s, k = 0 , 1 , · · · , M with s = 2 π/M to represent

he Lagrangian markers X k = X (s k ) so that any spatial derivatives

an be performed spectrally accurate by using Fast Fourier Trans-

orm (FFT). 

The time-stepping for the overall system can be described as

ollows. At the beginning of each time step n �t , the fluid veloc-

ty u 

n , the droplet configuration X 

n , the surface concentration �n ,

nd the bulk concentration φn must be given. The entire system

or Eqs. (21) –(27) is solved by a hybrid immersed boundary and

mmersed interface method, that is, the fluid system is solved by

he traditional IB method and the bulk surfactant is solved by the

IM introduced in Section 3 . The detailed numerical algorithm is

iven as follows. 

1. Given the interface markers X 

n , we first compute surface ten-

sion σ n by using Eq. (25) and the unit tangent vector τn , then

compute the interfacial tension force F n in Eq. (24) . The above

terms involving spatial derivatives with respect to s can be

computed with spectral accuracy. 

2. Distribute the interfacial surface tension force from the La-

grangian markers to the fluid grid points by using the discrete

delta function as in traditional IB method. 

3. Solve the Navier–Stokes equations by the pressure-increment

projection method to obtain the new velocity u 

n +1 . This pro-

cedure involves solving two modified Helmholtz-type equations

for the intermediate velocity and one Poisson equation for the

pressure-increment which again can be efficiently done by ap-

plying the fast direct solver provided by Fishpack. 

4. Interpolate the new velocity on the fluid grid points to the

marker points and then move the markers to new posi-

tions X 

n +1 as in Eq. (23) . Here, we employ an equi-arclength

parametrization technique developed in [17] so that the La-

grangian markers can be equally distributed. 

5. Solve the surface surfactant concentration in Eq. (27) by using

the backward Euler scheme developed in [17,23] . 

6. Solve the bulk surfactant concentration in Eq. (26) . 

Here, the detailed numerical implementation of Steps 2–4 are

uite standard in IB method and can be found in any related liter-

tures while Step 6 is described in Section 3 . Notice that in Step 6,

he coefficients used in Eq. (19) do not coincide with the fluid so-

utions for u and v at the staggered grid, a simple interpolation is

hus implemented. 

.2. Numerical setup 

Throughout the following numerical experiments, we initially

ut a unit circular drop X (s, 0) = ( cos s, sin s ) , 0 ≤ s ≤ 2 π at the

enter of the computational domain � = [ −8 , 8] × [ −2 , 2] . The ini-

ial velocity field is set as the shear flow profile u = (y, 0) . In

ach simulation, the periodic boundary condition and the no-flux

eumann boundary condition are imposed on the bulk surfactant

t x = ±8 and y = ±2 , respectively. The mesh width is h = 16 /N

ith the grid size N = 1024 and the time step size is chosen as

t = h/ 8 . We choose the number of Lagrangian marker size M so

hat �s = 2 π/M < h . Practically, the average number of GMRES it-

rations in each step is just within 2 steps in most cases. In each
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Fig. 7. The snapshots of the bulk surfactant φ at T = 0, 0.25, 0.5, 0.75, 1 and 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. The evolutional plots for the surface surfactant profile � at T = 0 (dotted 

line), 0.5 (dash-dotted line), 1 (dash line), and 5 (solid line). 

Table 3 

Mesh refinement results for the fluid component u and v , the interface position X , 

the surface surfactant �, the bulk surfactant φ, and the relative error of the total 

mass at T = 2 . 

N ‖ u 2 N − u N ‖ ∞ Rate ‖ v 2 N − v N ‖ ∞ Rate ‖ X 2 N − X N ‖ ∞ Rate 

128 2.402E − 02 – 1.566E − 02 – 4.802E − 02 –

256 1.086E − 02 1.14 1.047E − 02 0.58 2.120E − 02 1.18 

512 6.362E − 03 0.77 5.464E − 03 0.94 1.018E − 02 1.06 

1024 3.384E − 03 0.91 2.752E − 03 0.99 5.018E − 03 1.02 

N ‖ �2 N − �N ‖ ∞ Rate ‖ φ2 N − φN ‖ ∞ Rate | M(2) −M(0) | 
M(0) 

Rate 

128 9.581E − 03 − 9.941E − 02 − 7.840E − 04 −
256 4.767E − 03 1.01 5.303E − 02 0.90 5.960E − 04 0.39 

512 2.429E − 03 0.97 2.429E − 02 1.12 3.135E − 04 0.92 

1024 1.197E − 03 1.02 1.236E − 02 0.97 2.049E − 04 0.61 

v  

m

4

 

d  

u  

e  

t  

c

case, we choose the Reynolds number Re = 0 . 1 , the elasticity num-

ber El = 0 . 2 , the surfactant coverage χ = 0 . 9 , the surface Peclet

number Pe s = 1 , the adsorption depth h ad = 1 , and the adsorption

number K ad = 9 . The initial surface and bulk surfactant concentra-

tion are all set to be uniform one in the domains they are defined.

In the following subsections, we perform a series of numeri-

cal simulations for the interfacial flows with soluble surfactant. We

first validate the present numerical method by running a simula-

tion comparing to other results in literatures and check the con-

vergence for our present numerical algorithm. Then, we investigate

the effect of the Biot number Bi and the bulk Peclet number Pe to

the overall system. 

4.3. Droplet dynamics under shear flow with soluble surfactant 

In this case we choose the capillary number Ca = 0 . 1 , the bulk

Peclet number Pe = 10 , and the Biot number Bi = 10 . Fig. 7 shows

the snapshots of numerical results for the bulk surfactant φ at dif-

ferent times T = 0, 0.25, 0.5, 0.75, 1, and T = 5 . One can see that,

as the flow is driven by the shear stresses, the droplet is elongated

and the surface surfactant is swept to the both drop tips. Hence,

the lower surface surfactant concentration at the drop sides leads

to the adsorption from the bulk surfactant through the mass flux,

while the higher surface surfactant at the drop tips results in the

desorption to the bulk. As a consequence, the bulk surfactant con-

centration decreases near the drop sides and increases near the

both tips as we can see from Fig. 7 . The system reaches equilib-

rium around T = 5 and the concentration profile of the surface sur-

factant along the parameter s is given in Fig. 8 . These results are

in a good agreement with those simulations in [12,26] . 

Moreover, we perform a convergence study of the numerical al-

gorithm proposed in Section 4.1 . Table 3 shows the errors for the

fluid variables u and v , the interface position X , the surface sur-

factant �, the bulk surfactant φ, and the relative error of the to-

tal mass at T = 2 . The numerical result shows that first-order ac-

curacy is obtained roughly for the fluid variables as in traditional

IB method; the surfactant concentrations � and φ attain around

first-order accuracy too. Again, despite the present method does

not guarantee the perfect conservation of the total surfactant mass

numerically, the relative error of the total mass still behaves con-
ergent and the magnitude ranges from 0 . 02% − 0 . 08% when the

esh is refined. 

.4. Effect of Biot number Bi 

In this test, we study the effect of the Biot number Bi on droplet

eformations. With moderate capillary numbers Ca , the droplet

nder shear flow reaches an equilibrium state as a nearly inclined

llipse shape. To quantify the droplet shape, we use the deforma-

ion number D f by D f = L d − B d /L d + B d , where L d and B d are the

orresponding lengths of the major and minor axes of the droplet. 
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Fig. 9. The Biot number Bi versus the droplet deformation number D f . The red dashed line shows the deformation for the clean drop case just for comparison purpose (here 

the values of Biot number are meaningless). Ca = 0 . 1 . 

Fig. 10. (a) The concentration distribution of the bulk surfactant at equilibrium for Bi = 0.01, 0.1, and 100. (b) The interfacial profiles for the surface surfactant �, the surface 

tension σ , and the Marangoni force at equilibrium for Bi = 0 (solid line), 0.01 (dashed line), 0.1 (dash-dotted line), and 100 (dotted line). Ca = 0 . 1 . 
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In the first case, we fix the bulk Peclet number Pe = 1 and the

apillary number Ca = 0 . 1 , but vary the Biot number from Bi = 0 to

i = 100 . The case Bi = 0 represents the insoluble surfactant case

or which we do not need to solve the bulk surfactant equation.

e further compare the results with the case of clean interface

fixed surface tension σ = 1 without solving any surface and bulk

urfactant equations). The result of the deformation as a function

f the Biot number is given in Fig. 9 in which the red dashed line

hows the deformation for the clean drop case (just for compari-

on purpose, here the values of Biot number are meaningless). The

ulk surfactant distributions, the interfacial profiles for �, σ , and

arangoni force σ s / Ca corresponding to Bi = 0, 0.01, 0.1, 100 are

hown in Fig. 10 . For the insoluble case Bi = 0 , the surface sur-

actant � is swept toward the drop tips until the Marangoni force

evelops to resist further accumulation in the region of the drop

ips. The accumulation of surfactant results in a lower surface ten-

ion at the tips, which requires a larger curvature force to balance

he normal capillary force. Thus, the nonuniform distribution of �

eads to the so-called tip stretching for the contaminated droplet
hich is more highly deformed than the clean droplet. Upon an

ncrease of the Biot number from 0 to 0.01, one can see that the �

rofile is slightly different from the insoluble case due to the less

ass transfer (small Bi ). While the adsorption-desorption mecha-

ism on the bulk surfactant yields a small increase on � on the

ntire droplet interface, thereby the tip stretching becomes more

ronounced and the more deformed equilibrium droplet is ob-

ained. A similar behavior is found at Bi = 0 . 1 . Increasing further

he Biot number up to Bi = 100 , the more mass transfer yields a

ecline in the surface surfactant gradient and thus the � profile

ecomes more uniformly distributed as its equilibrium value as the

lean interface (and so does the surface tension and the Marangoni

orce). As a result, the equilibrium shape of the droplet is less de-

ormed as compared to the case with moderate values Bi . This non-

onotonic variation of the deformation number D f is also found in

he case of imposing a spherical droplet under extensional flow at

igh coverage surfactant χ = 0 . 99 in axisymmetric coordinates in

4] . 
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Fig. 11. The Biot number Bi versus the droplet deformation number D f . The red dashed line shows the deformation for the clean drop case just for comparison purpose 

(here the values of Biot number are meaningless). Ca = 0 . 3 . 

Fig. 12. (a) The concentration distribution of the bulk surfactant at equilibrium for Bi = 0.01, 0.1, and 100. (b) The interfacial profiles for the surface surfactant �, the surface 

tension σ , and the Marangoni force at equilibrium for Bi = 0 (solid line), 0.01 (dashed line), 0.1 (dash-dotted line), and 100 (dotted line). Ca = 0 . 3 . 
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In the second case, we follow the same setup as in the first case

except choosing a larger capillary number Ca = 0 . 3 . Fig. 11 shows

the deformation number versus the Biot number and Fig. 12 gives

the equilibrium bulk surfactant concentration, the surface surfac-

tant, the surface tension, and the Marangoni force corresponding

to the results of Bi = 0 , 0 . 01 , 0 . 1 , and 100. For the insoluble surfac-

tant case ( Bi = 0 ), again the accumulation of � is formed on the

tips, whereas the strong elongation of the droplet dilutes the den-

sity of surface surfactant in average, which results in a larger sur-

face tension resisting further deformation. Due to the dilution of

the surface surfactant, the smaller deformation number comparing

to the clean case is obtained. As increasing Bi from 0 to 0.01, we

see again that the bulk surfactant is not only supplied on the sides

but also at the tips. This leads to a weaker surface tension and

stronger Marangoni force as compared to the case with Bi = 0 , and

thus equilibrium shape with a larger deformation is obtained. As

increasing to moderate Bi = 0 . 1 , the droplet deformation is more

pronounced than the one in Bi = 0 . 01 and again the similar ten-

dency is observed as in Bi = 0 . 01 case. When increasing the Biot

b  
umber up to Bi = 100 , � becomes uniform due to rapid mass

ransfer and the Marangoni force is strongly diminished yielding

 result similar to the clean interface case. 

.5. Effect of bulk Peclet number Pe 

Next we turn our attention to the study of the effect of bulk

eclect number Pe on the droplet deformation. In this test, we fix

he Biot number by Bi = 100 and vary the bulk Peclet number from

e = 0 . 1 to Pe = 100 . 

We first run the cases with Ca = 0 . 1 . Fig. 13 shows the defor-

ation D f as a function of Pe , and Fig. 14 gives the bulk surfactant

oncentration, interfacial profiles for �, σ , and Marangoni force at

quilibrium for the selected Pe = 0 . 1 , 1, and 10. As one can see,

or small bulk Peclet number Pe = 0 . 1 , the strong bulk diffusiv-

ty redistributes the bulk surfactant concentration near its equilib-

ium, which supplies � to become uniformly distributed as its ini-

ial concentration. Upon increasing Pe , the bulk surfactant transfer

ecomes slower which leads to the depletion of surface surfactant
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Fig. 13. The bulk Peclet number Pe versus the droplet deformation number D f . Ca = 0 . 1 . 

Fig. 14. (a) The concentration distribution of the bulk surfactant at equilibrium for Pe = 0.1, 1, and 10. (b) The interfacial profiles for the surface surfactant �, the surface 

tension σ , and the Marangoni force at equilibrium for Pe = 0.1 (solid line), 1 (dashed line), and 10 (dash-dotted line). Ca = 0 . 1 . 

Fig. 15. The bulk Peclet number Pe versus the droplet deformation number D f . Ca = 0 . 3 . 
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n the drop sides but the accumulation on the tips. The resulting

urface gradient on � yields the stronger Marangoni force. Despite

he increase of surface tension on the drop sides, the reduction of

he surface tension on the both tips leads to a larger deformation

omparing with the small Pe cases. 

We also investigate the cases of Ca = 0 . 3 . The results are shown

n Figs. 15 and 16 . As expected, the drop deformation is larger than
he previous case of Ca = 0 . 1 since the larger capillary number

esults smaller interfacial forces as seen from Eq. (21) . However,

nlike the case of Ca = 0 . 1 , the present deformation number de-

reases as Pe number increases, whereas those interfacial profiles

or �, σ , and Marangoni force seem to be similar to the case of

a = 0 . 1 . We attribute this to the surface surfactant distribution on

he strongly elongated droplet. Since the arclength of the droplet
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Fig. 16. (a) The concentration distribution of the bulk surfactant at equilibrium for Pe = 0.1, 1, and 10. (b) The interfacial profiles for the surface surfactant �, the surface 

tension σ , and the Marangoni force at equilibrium for Pe = 0.1 (solid line), 1 (dashed line), and 10 (dash-dotted line). Ca = 0 . 3 . 
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is significantly increased (relative to the case Ca = 0 . 1 ), the sur-

face tension is increased in average due to the larger region on the

droplet sides (whereas the reduction of the surface tension is just

in a narrow tip region). As a result, the droplet deformation be-

comes smaller as Pe increases. We have also tested the above two

cases with smaller Biot number. However, the results are similar

so we omit here. 

5. Conclusions 

In this paper, we have developed an immersed interface

method to solve the diffusion equation in a fixed irregular domain

and the convection-diffusion equation in a moving irregular do-

main. The major idea is to extend the computational domain to

a regular domain and replace the irregular boundary condition by

the interface jump conditions so the solution can be computed

accurately and efficiently. We have checked the convergence and

the efficiency of the proposed methods via some numerical exper-

iments and the expected accuracy is obtained. 

Moreover, we have extended the present immersed interface

solver to study the interfacial problems with soluble surfactant.

The bulk surfactant is governed by a convection-diffusion equation

with the adsorption-desorption interaction with the surface surfac-

tant which can be solved efficiently by the present method. The

fluid equations with interfacial forces are solved by the traditional

IB method. To carefully validate our method, we perform conver-

gency study on the fluid and interfacial variables. We then con-

duct a series of simulations to investigate the effect of Biot num-

ber and bulk Peclet number on the droplet deformation. As for

future works, we plan to extend our present methodology to the

3D axisymmetric case or even fully 3D simulations. Moreover, we

intend to apply the present scheme to simulate the phoretic self-

propulsion swimmer problem as discussed in [19,27] . 
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