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Àj 1: S‚$l?
({… §1.1-§1.5)

ø. ��

$lxX (j¶) �˛@àÊÞºí©ø_µÞ, �à:

• ¬|: ²‡YÕ²¬í�@1ã¿²Ôí!‹.

• ¾‘6<c: TX’mJZã¿ß¹í¿ß�.

• »çû˝Aº: ÏWõðJ²ì®�“ÓíW^, 1

−„TàÊAé,í=1‘K, JZR�|®�Sè

í_çW¶.

• 	˙�: ‡úß¹¹”Ô4£®�ª−„í`T¬˙

‰b¦š, JZüw|Dß¹¹”óÉíÉœ‰b.

• ¹�: £Œ‡, ‡úh`¨íß¹‚š, JZd|£

|C\Gí²µ.
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• %Èçð: hôø¨‚Èí%ÈUìN™ (indices

of economic health), 1à¤’mã¿„Ví%

ÈÕ”.

$lxXÊ®AJ,©ø_õÒ½æíñ™,, ·rÆO

ø_½bíiH. 7¥<xXí!�Ü�íê�£u…Í

�{˙íÿõ.

Ê«n$lÜ�‡, lbú$líì2£wñ™íÅH�

Fw…. ®ðíz¶à- (ÖÍl¬øu, OÌ�ø<u

¦õ);

1. ¸«åt: bçíøX, TÜ×¾bWíYÕ, }&,

j„, D×Û.

2. Sturt and Ord (1991): �çj¶íøX, TÜ

N¬lb (counting) C�¾ (measuring) ‚ñ

Ô47)í’e (data, bW).

3. Rice (1995): …”,u}&’eí¬˙, Ô�‡

ú�ÓœÔ4í’e.
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4. Frenund and Walpole (1987): °Q;Whô

’ed|R�í�çJ£Þú.üì4T²µíc_

½æ.

5. Mood, Graybill, and Boes (1974): �çj

¶íxX, 1�−ƒ (i) õð£û˝íqlD (ii)

$lR�.

u¦õ:

1. YÕ’e1JR�Ñwñ™.

2. âø×ˇ’e2 (Ì�Ûæí, existent Ch1,

í, conceptual), ‚š|øäÕ¯, JZúc_Õ

¯íÔ4R�.

], ®ðÌ˙ý (ùC|): $luøÆJR�Ñwñ™í

m7�. (Statistics is a theory of information,

with inference making as its objective.)
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Å 1. >E�1TÑ«nñ™í×’mñ˚T‚ñ

(population), âw2‚²|íäÕ¯˚Tš…

(sample). ‚ñí}é:

(1) Ûæí (existing, existent), àF�²¬ZA

í‚ñ (õÒ, �Ì, æÊí).

(2) h1,í (conceptual), àú_˛`¨|íØ˛

FûNÍ$2/øõíxñÚ9, ¤ú_Ú9ªTÑ

„V;W°š¬˙`¨|íF�ûNÍ$Ê°øõÚ

9íÕ¯ (¤Ñøh1,í‚ñ, ÄÑñ‡.æÊ)

íH[M; »çõð2èAí�¾MªTÑñ‡F�

�6¤èJ£„Vø6¤èíè6í�¾MíÕ¯

(Ñøh1,í‚ñ) íH[M.

Å 2. 1Å	“ä£\�©�I‘b�h1À, N¬õð

ql, ½»|Œ, CwFYÕ’eí˙åV×)’e, JZ

R�. ]àkR�|‚ñ/<Ô4í’m (m7) uøÔ

ìb¾í˛�, 1ßÞ|óÉiG˙� (degree of

goodness, Äü�) íR� (,l, estimation C²

µ, decision). �k5,

4 2×bçÍ:PM



œ0D$l(105-) Àj 1: S‚$l?

˛�Ôìb¾í’m

⇓
ËiG˙� (Äü�) íR� (,lC²µ)

Å 3. $líñ™: ;Wâ‚ñ2¦|š…FÖí’m,

‡ú‚ñTR�, 1TX¤R�íiG˙� (Äü�).

ù. Ô�“ø �¾ (Characterizing a
Set of Measurements): Ç$¶

(Graphical Methods)

N¬�eßÞ‚ñí¬˙, ê�|øø �¾MÔ�“í

–1, J_kú‚ñ�¶MCrÞí·H (?¹, R�),

1?j²õÒ, Ý$l4í½æ, à, üì	à¼“‚âí

½b‰bJ_k/`¨¼?²ì||7‘K7×_|×‚

â.

ø_‚ñ (CLø �¾M) ªJóúä0}Ó

(relative frequency distribution) øwÔ�“(,

1Jóúä0òjÇ (relative frequency

histogram) [Û5. àø 10 _�¾Mà-:

2.1,2.4,2.2,2.3,2.7,2.5,2.4,2.6,2.6,2.9
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†ªJà-íóúä0Ç:

øwÔ4[Û|.

R�: L²ø�¾M, wrp [2.05,2.45] íœ0Ñ

0.2 + 0.3 = 0.5

Å 1. `¨òjÇíŸ†

(1) }’õí²¦J�¾M.rÊw,ÑŸ†.

(2) ø�¾Mí¸ˇ}A 5 ƒ 20 _–È, 1S¦G

×¾í�¾M²àœÖí}’–ÈH.

Å 2. òjÇªTXœ04íj„ (?¹, R�).

ú. Ô�“ø �¾: bM¶ (Numerical
Methods)

ù�bM¶:
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(1) 2-b²¾� (measure of central

tendency)

|�àí2-b²¾�Ñ�Ìb (mean, ¢˚T�

b�Ìb), ì2à-:

ì2. n _�¾M y1, y2, . . . , yn íš…í�Ìb

(mean)

ȳ
def
=

1

n

n∑
i=1

yi

ú@í‚ñ�ÌbJ µ [ý5.

Å 1. ¦�Ì¶¿)‚ñ�Ìb µ, …uø_kâ

š…,lí„ø�b.

Å 2. c�’e}Óí2-¾�Ì¶_çË·H|

(Ô�“) ø �¾M, à-ùÇ:

…b�ó°í2-¾�, º�.°í}à˙�.

(2) }à4¾� (measure of dispersion or

variance)
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|�àí}à4¾�Ñ‰æb (variance), ì2à

-:

ì2. n _�¾M y1, y2, . . . , yn íš…í‰æb

s2
def
=

1

n − 1

n∑
i=1

(yi − ȳ)2

ú@í‚ñ‰æb (population variance) J

σ2 [ý5.

Å 1. s2 ÑF�h¿M (yi) D…bF Aíš…

í‚�M (ȳ) Èí�jRÏM (squared
deviations) í “�˛” �ÌM (“almost”
average). (¤4ÄÑÎJ n − 1, 7.u n, �w

Ü�,í5¾, Ñ7TX σ2 (‚ñ‰æb) “œß”
í,l.)

Å 2. s2 íÀPÑh¿M yi íÀPí�j, à yi

íÀPÑ “j”, † s2 íÀPÑ “j2”.

ì2. ø�¾Mš…í™ÄÏ (standard
deviation)

s
def
=

√
s2 (s2 í£�j;)
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ú@í‚ñ™ÄÏJ σ
def
=

√
σ2 [ý5.

Å 1. s Dh¿M�ó°íÀP.

Å 2. õÒÞº2rÖ’eí}Ó·Ñ �

(bell-shaped), à-Ç.

?¹, ªâ�G�( (normal curve) F¡N. N

¬�G�(í4”, ¥<’e (bell-shaped) }�

püí}àÔ4, à-H.

%ð¶† (Empirical Rule) C˚

68-95-99.7 ¶†:

Jø �¾Mí}Ó¡Nk�G (bell-shaped),
†

(1) «õÑ µ ± σ í–È}°Q� 68% í�¾

M.

(2) «õÑ µ ± 2σ í–È}°Q� 95% í�

¾M.

(3) «õÑ µ ± 3σ í–È}°Q� 99.7% í

�¾M.
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Çýà-.

W. /¿ðAôí}Ó¡Nk µ = 64 / σ = 10

í�G}Ó, †

• 68% í}b�k 54 D 74 5È

• 95% í}b�k 44 D 84 5È

• �˛r¶ (99.7%) í}b�k 34 D 94 5

È

], L²øçÞ, wAô�k 54 D 74 Èíœ0Ñ

0.68.

û. àSR�? (How Inferences Are
Made?)

N¬òhíR�-�¬˙v|R�íœ„

(mechanism): qL< (Óœ) ²| 20 P²¬1½

u´XM`²AB. J‚š!‹Ñ¤ 20 PÌXM`²A

B, †AÍ (òh) íR�:

`²ABç²
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½. àSd|¥ší!�?

(1) uÄÑš… (20 P) íXM0ÿ�k‚ñ (rñ

²¬) íXM0? .ú, àÕt��$ 20 Ÿ, Ü�

,|Û£Þíä0Ñ 0.5, O‚š!‹ª?Ñ

12/20 = 0.6 C 8/20 = 0.4 Cw…F��k 0

D 1 5Èíb.

(2) uÄÑJ`²ABíXM0ük 50% v, †.}

|Û 20 P‚|6ÌXMíÛï? .ú, .u.}

(impossible) êÞ, 7uò�.ª? (highly

improbable). ¤�ò�.ª? (œ0) 4u¿R

íR�œ„ (mechanism).

Ä¤, œ0uR�íœ„.

Å 1. œ0çðD$lçð5ÈíÏæ (;WTÜ½æí

.°):

œ0çð: cqø−‚ñí!Z, N¬œ0�, l�|×

)/øÔ�š…íœ0. à, cqø−Óœ‚| 5 "
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�F$Aí‚ñí!Z, l�|‚| 3 " A D 2
" K íœ0. �k5,

‚ñ!Z˛ø
œ0�⇒ ×)Ô�š…íœ0

$lçð: N¬œ0�, l�|hôƒš…íœ0, ú‚

ñd|R� (�ßó¥í¬˙: âš…ƒ‚ñ). à,
hôƒ 5 " A (š…), Ê£�íøL�vêÞíœ

0Ñ 0, ]¤L� (‚ñ) �½æ. �k5,

‚ñ!Z„ø
$lç⇐ hôƒíš…

ü. Ü�DÛõ (Theory and Reality)

(1) Ü�4ÛõÛïíø�“¿ (C¡N, C_�), Ö
ÍÌ¶êr’¯, O�w.b4, 1jª?�õË¥

@Ûõ.

(2) œ0D$lÍ�{˙: «n$líÜ�J£Ûõí

_�, J_?×)1«àÛõÞº2í’m.

(3) _�íß; (õà4) 4;Wu´�Œk7jAÍ

ÛïJ£j²õÒ½æ7ì.
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