
œ0D$l(105-) Àj 26: ÌGœ0}Ó

Àj 26: ÌGœ0}Ó
({… §4.4)

J©/Óœ‰b Y rÊ�Å–Èqíœ0Ìó� (Ì�

¥<–Èí–õÑS), †˚ Y �ÌGœ0}Ó, £�ì

2à-:

ì2 1. q θ1 < θ2, † Y ∼ unif(θ1, θ2) J/ÑJ

œ0ò�ƒb (pdf)

f(y) =

{
1

θ2−θ1
, θ1 ≤ y ≤ θ2

0, w…

1˚Óœ‰b Y �ÌGœ0}Ó (uniform

probability distribution).

Å. f(y) íÇ$à-.

]Ê [θ1, θ2] q, �Å–È,í–�Þ	 (= Y rÊ�

Å–Èqíœ0) Ì�k 1
θ2−θ1

· (–ÈÅ�).

ì2 2. àJ²ì pdf Ôì��í�b˚T pdf í¡

b (parameter), àÌG (uniform) pdf í¡bÑ

θ1 D θ2.

1 2×bçÍ:PM



œ0D$l(105-) Àj 26: ÌGœ0}Ó

9õ. qÊ (0, t) q/9KêÞíŸb

Y ∼ Poisson(λ). J˛øÊ (0, t) q�ßÉ�ø9K

êÞ, †¤9KêÞívÈ ∼ uniform(0, t).

W 1. qƒ®YÁ«íèîbÑ³#}Ó. J˛øÊ/ø

#ìí 30 } q, É�ø_èî, t°¤èîÊ|( 5

} qƒ®íœ0.

<j> ;W,Hí9õ, ¤èîƒ®ívÈ

Y ∼ unif(0, 30)

/

F° = P (25 ≤ Y ≤ 30)

=
∫ 30

25

1

30
dy

=
5

30
=

1

6

9õ,, ÊLS 5 } í–Èqƒ®íœ0ÌÑ 1
6 (¤4

ÌG}ÓíÔ4).

ìÜ 4.6. q Y ∼ unif(θ1, θ2), †‚�M

µ = E(Y ) =
θ1 + θ2

2
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/‰æb

σ2 = Var(Y ) =
1

12
(θ2 − θ1)

2

<„> ;W‚�Míì2£ÌG}Óí pdf,

E(Y ) =
∫ ∞

−∞
yf(y)dy

=
∫ θ2

θ1
y ·

1

θ2 − θ1
dy

=
1

θ2 − θ1
·
1

2
y2

∣∣∣∣∣
θ2

θ1

=
1

2

1

θ2 − θ1
(θ2

2 − θ2
1)

=
1

2
(θ1 + θ2)

�ßus¡b θ1 D θ2 í2õ. ¢;WÓœ‰bíƒb

í‚�Mt�J£ÌG}Óí pdf,

E(Y 2) =
∫ ∞

−∞
y2f(y)dy

=
∫ θ2

θ1
y2 ·

1

θ2 − θ1
dy

=
1

θ2 − θ1
·
1

3
y3

∣∣∣∣∣
θ2

θ1

=
1

3

1

θ2 − θ1
(θ3

2 − θ3
1)
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QO�Ç,�“�(, )

E(Y 2)

=
1

3

1

θ2 − θ1
(θ2 − θ1)(θ

2
2 + θ1θ2 + θ2

1)

=
1

3
(θ2

2 + θ1θ2 + θ2
1)

Ä¤,

Var(Y ) = E(Y 2) − µ2

=
1

3
(θ2

1 + θ1θ2 + θ2
2)

−
1

4
(θ2

1 + 2θ1θ2 + θ2
2)

=
1

12
(4θ2

1 + 4θ1θ2 + 4θ2
2

−3θ2
1 − 6θ1θ2 − 3θ2

2)

=
1

12
(θ2

1 − 2θ1θ2 + θ2
2)

=
1

12
(θ2 − θ1)

2
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