Section 5.4 (Systems of Linear Differential Equation); Eigenvalues and Eigenvectors
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We are interested in **qualitative** as well as **quantitative** descriptions of the solutions.
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Let’s graph this using **pplane** (http://math.rice.edu/~dfield/dfpp.html). What do you observe?

\[
\begin{align*}
x' &= -5x + 2y \\
y' &= x - 4y
\end{align*}
\]
Example 3

Find the eigenvalues and corresponding eigenvectors of the matrix

\[ A = \begin{pmatrix} 3 & 4 \\ 4 & 3 \end{pmatrix} \]

and use them to write down the solution to

\[ x' = 3x + 4y \]
\[ y' = 4x + 3y \]
Example 3

Find the eigenvalues and corresponding eigenvectors of the matrix

\[ A = \begin{pmatrix} 3 & 4 \\ 4 & 3 \end{pmatrix} \]

and use them to write down the solution to

\[
\begin{align*}
x' &= 3x + 4y \\
y' &= 4x + 3y
\end{align*}
\]

Make sure to plot the phase plane.
Example 3

Find the eigenvalues and corresponding eigenvectors of the matrix

\[ A = \begin{pmatrix} 3 & 4 \\ 4 & 3 \end{pmatrix} \]

and use them to write down the solution to

\[ x' = 3x + 4y \]
\[ y' = 4x + 3y \]

Make sure to plot the phase plane.
The eigenvalues and corresponding eigenvectors are: $\lambda_1 = 7,$

$\vec{v}_1 = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$
The eigenvalues and corresponding eigenvectors are: $\lambda_1 = 7$, $\vec{v}_1 = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$ and $\lambda_2 = -1$, $\vec{v}_2 = \begin{pmatrix} -1 \\ 1 \end{pmatrix}$. 
The eigenvalues and corresponding eigenvectors are: $\lambda_1 = 7, \quad \vec{v}_1 = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$

and $\lambda_2 = -1, \quad \vec{v}_2 = \begin{pmatrix} -1 \\ 1 \end{pmatrix}$.

Therefore the solution vector is given by:

$$\vec{v} = c_1 e^{7t} \begin{pmatrix} 1 \\ 1 \end{pmatrix} + c_2 e^{-t} \begin{pmatrix} -1 \\ 1 \end{pmatrix}$$
The eigenvalues and corresponding eigenvectors are: \( \lambda_1 = 7 \),
\[ \vec{v}_1 = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \]
and \( \lambda_2 = -1 \), \[ \vec{v}_2 = \begin{pmatrix} -1 \\ 1 \end{pmatrix} \].

Therefore the solution vector is given by:
\[ \vec{v} = c_1 e^{7t} \begin{pmatrix} 1 \\ 1 \end{pmatrix} + c_2 e^{-t} \begin{pmatrix} -1 \\ 1 \end{pmatrix} \]

This means: \( x(t) = c_1 e^{7t} - c_2 e^{-t} \) and \( y(t) = c_1 e^{7t} + c_2 e^{-t} \).
Example 3, Phase Plane

\[ x' = 3x + 4y \]
\[ y' = 4x + 3y \]